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Abstract

We have tested the ability aBuralnetworksto
perform natural language translation. Our
results have shown a greatly improved
translationaccuracyin comparisorto the work
of R.B. Allen (1987) in translatingnglishinto
SpanishA neuralnetworkwastrainedon a set
of 10,000 sentencesirom a total of 24,750
sentencesisinga noveltraining algorithm.On
a testsetof 100 sentenceshe neural network
showeda 98% sentenceccuracy. The neural
network had 48 input nodes,70 nodesin the
first hiddenlayer, 1 nodein the third hidden
layer,and 36 nodesin the outputlayer (48-70-

1-36). A fully connected architecture was used.

Keywords: Example-based MT, Connectionist
NLP, Neural Networks

I ntroduction
Machine translationof natural languageshas
been tackled in many ways. Thgaperpresents
the usefulnesf feedforwardneural networks
to perform such tasks. Most conventional
approachesto machine translation fail to
adequatelyaddressthe problem of allowing a
machinelanguagetranslationsystemto learn
form a humanexperttranslatorduring its use.
Most systemshave hard coded rules (with
varying depth of meaning) that caa modified
only by a knowledgeengineemho is an expert
in expressinguchrulesin the languageof the
computer.Neural networks, having the ability
to learnfrom examplesare a possiblesolution
to this problem. If such a neural network
translation system wrongly translates a
sentenceit can be correctedand taught the

propertranslationby a userwithout any expert
knowledge of how the computer stores and
representgules. This paperdemonstrateshe
utility of neuralnetworksin preciselythis area
on a small scale translation problem.

Connectionist NLP

Researchhas already shown the usefulnesof

neural networks in various natural language
processingtasks: (Allen, 1987), (Jain, 1991),
(Waibel, 1988) and (Waibel et al, 1991).

Grammar Used

The grammar used to generatethe 24,750
English and corresponding Serbo-Croatian
sentenceswas kept simple. Each English
sentence consisted of up to ei@®)wordswith
two determinerstwo nouns,a verb, an adverb,
a prepositionand an adjective. Each Serbo-
Croatiansentenceontainedwo nouns,a verb,
an adverb,a prepositionand an adjectivefor a
total of six (6) words. The training set was

generated from a simple deterministic grammar

by a program. The program can grade 8
Englishcomponentswith a total of (11x 5 x9
X 2 x 5 x 5= 24,750) 24,750 sentencegsee
Table 1). In additionto learning simple word
pair mappings certain words changed
translation dependingn context.The adjective
and noun endings are different for different
adjective and noun combinationsin Serbo-
Croatian,sothis wasa contextrule thathadto
be learnedby the neural network. The noun
and adjectiveendingsalso changedwhen one
of the two different prepositionswas used,
adding another context rule.



Determiner Noun Verb Adverb Preposition Determiner Adjective Noun

The child runs quickly to the large house. English
Dijete  tréi brzo do velike kuce. Serbo-Croat

Figure 1: Example Translation. The first line shdlwspartsof speechin eachof the sentencesinder

it. The second line is the English sentence and the third line is the Serbo-Croatian sentence.

TABLE 1: Words Used For Each Part of Speech

First Verb Adverb Preposition
Noun (5 words) (9 words) (2 words)
(11 words)
English Serbo- English Serbo- English Serbo- English Serbo-

Croatian Croatian Croatian Croatian
child dijete runs tréi quickly brzo to do
man covjek walks hoda slowly polako toward prema
woman zena strolls korata carefully oprezno
person osoba skips poskakuje hurriedly ubrzano
actor glumac glides klizi tiredly pospano
driver vozac energetically sna&no
doctor doktor instantane-  trenutno

ously
father otac insecurely nesigurno
mother majka blissfully radosno
brother brat
sister sestra
Adjective Second
Noun

English Serbo- English Serbo-
(5 words) Croatian (5words)  Croatian

(20 (10 words)

words)
large velike velikog velikom velikoj house kuca kuce kuci
big ogromne ogromnog ogromnom ogromnoj car auto auta autu
small male malog malom maloj swimming bazen bazena bazenu

pool
nice predivhe predivnog predivnhom predivnoj boat brod broda  brodu
beautiful lijepe lijepog lijepom lijepoj field njiva njive njivi
The positioning of the verb and the adverbin | ncremental Search

the English sentencavas randomly chosenin

order to add more variety to the training set.
The training set was randomised after
generation, because it was found thatrtearal
networkrefusedto learn after a certaintime if

the training set was not properly randomised.
The translation was not a simple direct
mapping becauseof the difference in the

number of words and the context sensitive
changeof the adjectiveand noun accordingto

both which prepositionwas used and which

adjectiveand noun pair wasused,and alsothe

randomchangeof verb andadverbpositionsin

the English sentence.

Back-propagation (Rumelhart et al, 1986)
seemsto be the most widely used learning
algorithm in feedforward neural networks
today. The back-propagatioralgorithm, being
an algorithm that can only find a local

minimum in  weight space, has several
limitations in terms of speedof training and
modellingcapabilitywhenonetriesto address
problems of growing complexity such as
naturallanguagetranslation.Initially we tried

to usethe back-propagationraining algorithm
to solve our machinetranslationproblem, but

resultswerenot satisfactory soa new heuristic
algorithm for searchingfor an optimal neural
network topology and weights was developed
which uses back-propagationas one of its

subroutines.



Pseudo code for the "Incremental Search" algorithm:

1. Createafeedforwardneuralnetwork(N.N.) thathasonly aninput andan outputlayerwith each
having a number of nodes predefined by the training data set. Initialise all the variables.

2. Create a new current hidden layer and place it just before the output layer.

3. Add onemorenode(or use"chunks"of 'n' nodesasincrements}o the currenthiddenlayer and
connect it with random weights to all nodes in all other layers.

4. FOR NUM_RANDOMIZATIONS
(the purposeof this 'for' loop is to try different random starting weights used by the back-
propagation algorithm called in 4.1.1)
4.1. REPEAT

4.1.1. Train the N.N. using back-propagation over 1 presentation of the entire trainingd
During learning keep track of RMS (root mean squared) error on the training
(RmsTrain).

4.2.WHILE RmsTrain is decreasing (i.e. network is learning)

4.3.Calculate RMS erromsEval) on the early test setdte: the early test set is different fro
the final test set).

4.4.UpdateRmsTrain_best andRmsEval_best with the smallest values &msTrain and

RmsEval. If an update was made then save the network architecture and the starting

for that architecture.
4.5.Re-randomise the newly added weights.

5. IFRmsEval_best <RmsEval _prev_layer (RMS error on the early test set just before a new
layer was added)
THEN
5.1. IRmsEval_best >RmsEval_prev (RMS error on the early test set just before a new
node was added)
THEN (memorisation has occurred)

set.
set

m

weights

5.1.1. Remove the just added node and restore the state (topology and weights) of the N.N.

to the state just before the node was added.
5.1.2. Goto 2.
ELSE
5.1.3 Goto 3.
ELSE
5.2.IF RmsEval_best <= RMS_LIMIT
THEN

5.2.1. Inform the user that a network has been designed that can correctly generalige

within the given error limit (RMS_LIMIT).
ELSE
5.2.2. Inform the user that more training data is needed in order to achieve the desi

ed

error rate (RMS_LIMIT) on the early test set. (Also ask the user if the training|data

was properly randomised or not.)

For a graphicrepresentatiomf the neuralnetworkarchitectureusedby the algorithm pleaserefer to
the following Figure 2.
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Figure 2: LanguageTranslationNeural Network. Each circle representsone node in the neural
network. The input layer consistsof a total of 48 bits. Eachgroupof 6 bits represent®neword and
thusthereare 8 wordsin the input layer. These8 words representhe English sentenceThe output
layer consistsof a total of 36 bits which makesa total of 6 wordsin the outputlayer. These6 words
represent the Serbo-Croatian sentence. Each layer if fully connected to every previous layer.

It hasbeenshownthatthefirst layer of a back-
propagatiomeuralnetwork servesas a feature
detector and that successivelayers try to
combinethesefeaturesin orderto achievethe
desired output (Lang & Witbrock, 1988),
(Touretzky, 1989), (Mirchandani & Cao,
1989). It hasalso beenobservedthat if there
are too many nodes in a layer titae ability to
generalisés lost (Caudill, 1990). This is the
justification for why layersare constructecone
after the other in the "Incremental Search"
algorithm. We needto first find out all the
possiblefeaturesfrom the data by using the
first hiddenlayer. We will know whenthe first
hiddenlayeris big enoughwhenwe observeno
further improvement in generalisation (i.e.
when memorisation starts to occur). Back-
propagationlearning generally slows down by
an order of magnitudeevery time a layer is
addedto a network. This is becausehe error
signal, generated at the output layer, is
attenuatedeachtime it flows througha hidden
layer. Learningprogresss thereforelimited by
the slow adaptatiorof unitsin the early layers
of a multi-layer network. To avoid this onecan
use short-cut connectionsto provide direct
information pathways to all parts of the
network(Lang & Witbrock, 1988).This is why
our algorithm connects each new added lager
all the previouslayers.During the executionof
the "Incremental Search" algorithm the
architectureof the neural network is changed
slightly by addinga new node or a new layer
the error surface(Tank & Hopfield, 1989) will
also change allowing fan escapdrom alocal
minima in the error surfacethat the learning
algorithm might be in.

Optimal Neural Network

The "incrementalsearch"algorithm does not
guaranteean optimal neural network topology
and weights (Judd, 1987), (Baum, 1989)
becausdt is a heuristic algorithm. However,
our experimentsshow that it will producea
satisfactorynetwork topology and weights for
those problems where back-propagation fails.

Other Growth/Trimming Algorithms
The Cascade-Correlatiorearning Architec-
ture (Fahlman& Lebiere, 1990), The Tiling
Algorithm (Mezard & Nadal, 1989), Optimal
Brain Damage (Le Cun et al, 1990),
"Optimization of the Architecture of Feed-
forward Neural Networks with Hidden Layers
by Unit Elimination" (Burkitt, 1991) are some
examples of existing growth and trimming
algorithms for training neural networks and
automaticneural network topology formation.
Our "incrementalsearch"algorithm differs in
very importantdetailsfrom all the abovelisted
algorithms. Our algorithm is capable of
generalisingwell when real valued numbers
are used as outputs whereas the Cascade-
CorrelationArchitecturedoesnot do this well
and the Tiling Algorithm can deal with only
binary valued outputs. The Optimal Brain
Damagealgorithm and Burkitt's algorithm are
both trimming algorithms which are
fundamentally differenfrom ourssowe cannot
compare the them.



Results

Eachword in eachlanguagewas assigneda

uniguebinary code. Becausehe total number
of wordsin onelanguagedid not exceedsixty

four (64) it was possibleto usesix (6) bits to

encodeall the words in one language.Please
refer to Figure 2 to see how this encoding
schemeproduceda total of 48 bits in the input

layer and a total of 36 bits in tloaitputlayer of

the neural network. The evaluation scheme
used was very thorough. Both word errors,
sentenceerrorsand part of speecherrorswere
evaluatedand recorded. Any output greater
than .5 was interpreted ad , otherwiseit was
interpreted as a O.

The results that are shown in the series of
tables in this section were achieved after
training eachneuralnetwork on a training set
of 10,000 English sentencesnd their Serbo-
Croatian translations. Each neural network
wasthenevaluatedn a setof 100 Englishand
Serbo-Croatiansentenceslt was shown that
usingthe "IncrementalSearch"algorithm that
it waspossibleto achievea high accuracyrate
on the test set. The neural network
architectureproducedat different stage=f the
execution of the algorithm are listed in the
tables2,3 and 4 shownbelow. The left-most
column of each table shows the network
architecturethat was evaluated. It was found
that the results achieved were extremely
sensitiveto randomisationof the input/output
vectortraining pairs. If no randomisationwas
presentthe neuralnetworkwould learn certain
wordsin thetranslationvery quickly but would
refuse to learn those words with a low
frequencyof changein the training set. It was
alsofound that the randomstartingweights of
eachneural network architecturetestedhad a
major influence on the accuracy of tlesulting
neural network solution.

Note in table 2 that as the size of the first

hidden layer grows toward 70 nodesthat the

performanceof the networkimproves,but then
falls after further increasingthe number of

nodes. This is a clear indication that
memorisatiorof the training datais occurring.
Thus a good approximationto the optimal

numberof nodesin the first hiddenlayeris 70

from the results observed. Because of the

structureof the grammarused,it was easiest
for the neural networks to learn how to

translatethe preposition(there were only two

prepositionsused).It was hardestto learn the

grammar context sensitive rules betweenthe

adjective and the second noun and this alss
observed. Furthermore, it was also slightly

harderto learn the adverbbecauseof the fact

that the grammar randomly chose to

interchange the positions of the verb and
adverb in the training and test sets.

It can also be observed that a marked increased

in network performanceoccurs eachtime a
new layer is added.lt must be notedthat this
performanceincreaseis greatly dueto the fact
that the weights of the previous layer are
preservedand that the learning rate of the
previous layer(s) is changedto zero (frozen)
when the new layer is addedto the neural
network architecture.

All of the following neural networks had these

parameters in common:

* Training File: 10,000 sentences

» Test File: 100 sentences

* Learning Rule: Delta Learning Rate: 0.6
Momentum: 0.9

*  Number of Presentations: 10,000

The results achieved with the different

architectures on the test set follow:

TABLE 2: Performance Measurement of Three (3) Layer Neural Networks

Network  Word  Sentence Parts of Speech Error %
Structure  Error Error % Nounl1l Verb Adverb Preposition Adjective Noun 2
%
48-2-36  72.92 100 1534 9.47 1477 0.0 16.67 16.67
48-5-36  57.39 100 1496 9.09 1553 0.19 16.67 0.95
48-10-36 58.14 100 7.20 6.06 7.77 4.36 16.67 16.1
48-15-36 36.17 100 5.11 6.06 6.25 0.0 15.34 3.41
48-20-36 20.08 100 4.36 5.87 5.49 0.0 4.36 0.0
48-25-36 30.30 100 5.11 5.30 5.49 0.0 14.39 0.0
48-30-36 17.80 100 4.55 3.03 455 0.0 5.68 0.0
48-35-36  19.89 100 2.27 3.60 2.84 0.0 11.17 0.0
48-40-36 18.18 100 4.55 7.58 5.49 0.0 0.38 0.19
48-45-36 27.27 100 0.95 3.03 5.30 0.38 15.91 1.70



48-50-36 29.36 100 2.08 492 6.82 3.79 9.85 1.89

48-70-36 2.84 18.0 0.95 0.0 0.95 0.0 0.95 0.0
48-90-36 13.26 78.0 0.57 0.19 1.89 0.57 10.04 0.0
48-110-36 36.36  97.73 3.41 16.29 16.29 0.0 0.38 0.0
48-130-36 18.94 100 0.76 6.76  2.27 0.0 15.15 0.0

Table 2. The second layer i.e. the first hidden layer was incrementally given more nodes and the
resulting neural network performance was measured for each of these networks.

TABLE 3: Performance Measurement of Four (4) Layer Neural Networks

Network Word  Sentence Parts of Speech Error %
Structure Error Error % Nounl Verb Adverb Preposition Adjective Noun 2
%

48-70-1-36  1.33 12.0 0.57 0.0 0.0 0.0 0.76 0.0
48-70-5-36  0.95 6.0 0.38 0.0 0.0 0.0 0.56 0.0
48-70-10-36  0.57 3.41 0.38 0.0 0.0 0.0 0.19 0.0
48-70-15-36 0.76 4.55 0.38 0.0 0.0 0.0 0.38 0.0
48-70-20-36  0.76 4.55 0.57 0.0 0.0 0.0 0.19 0.0

Table 3. The third layer i.e. the secondhiddenlayer was incrementallygiven more nodesand the
resulting neural network performance was measured for each of these networks.

TABLE 4: Performance Measurement of Five (5) Layer Neural Networks
With Different Random Starting Weights

Network Word  Sentence Parts of Speech Error %

Structure Error Error % Nounl Verb Adverb Prepositio Adjective Noun 2
% n

48-70-10-1-36 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

48-70-10-1-36 0.19 1.14 0.0 0.0 0.0 0.0 0.19 0.0

Table 4. Each neural network had the same structure 48-70-10-1-36 only different random starting
weights distinguished one network form the other.

Discussion the outputsOn thetestsetthis trainednetwork
was incorrect on average 2.5 bits and 1.3

Neural networkshave beenshownto havethe
words.

capability to translatesentencegrom English
to Spanish(Allen, 1987). Sentencesused in .
Allen's researchwere generatedisinga highly The Scalability Problem

limited vocabularyand format. All sentences  TerenceK. Sejnowskiin his work "Parallel

included a subject, verb, direct object, and Networks that Learn to PronounceEnglish
indirect object. The verb waseither 'to give' or Text", (Sejnowski, 1987) used a context of
'to offer' and three different verb tenseswere seven(7) charactergincluding the space)rom
used (present,past, and past perfect)_ In the a word as input to a neural network and the
English sentencesthe order of direct object phoneme corresponding to the middle character
and indirect object was randomly selected, asoutput. This sameapproachcould be taken
while in the Spanishsentenceghe preferred in usingneuralnetworksto performreal-world
sentencestructure always placesthe indirect machine translation. Theeuralnetworkwould
object afterthe directobject.Nounsreferringto be given a sliding window of words from the
people(including two first names)yandanimals sourcelanguageandthe neuralnetwork output
were used as subjects and indirect objects, would be a single word in the targetlanguage
while nounsreferring to things were usedfor text.

direct objects.Nounswere randomly modified

by oneof the two adjectives A training set of Multiple Meaning Words
3310sentenceand33 testsentencesvere used Contextrules (i.e. multiple meaningwords) of
to train and test a multi-hidden-layer50-150- language translation would be captured by
150-150-66 back-propagationnetwork with using Sejnowski'smethod (Sejnowski, 1987)
learning rate=0.01and momentum=0.9 After just the same as fohne scalabilityproblem just
2 million presentationstraining produced a discussedRequirementsor the neuralnetwork

root meansquarederror rate of 0.027 over all size in terms of the number of neuronsand



hidden layers would be also reduced.If the

sliding window of words from the source
language isncreasedsufficiently to coverthree
or more sentences then inter-sentence
information could be capturedand used in

translation.

Text Attributes

Thereare someattributesthat can be given to
anentiretext. If atextis writtenin old English
then its attribute would be old English. If the
text is a legal documethenits attributewould
be that of a legal document,etc. Giving such
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