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Abstract

Statistical Machine Translation (SMT) sys-
tems specialized for one domain often perform
poorly when applied to other domains. Do-
main adaptation techniques allow SMT mod-
els trained from a source domain with abun-
dant data to accommodate different target do-
mains with limited data. This paper evaluates
the performance of two adaptive techniques
based on log-linear and mixture models on
data from the legal domain in real-world set-
tings. Performance evaluation includes post-
editing time and effort required by a profes-
sional post-editor to improve the quality of
machine-generated translations to meet indus-
try standards, as well as traditional automated
scoring techniques (BLEU scores). Results in-
dicates that the domain adaptation techniques
can yield a significant increase in BLEU score
(up to three points) and a significant reduction
in post-editing time of about one second per
word in an operational environment.

1 Introduction

Statistical Machine Translation (SMT) systems spe-
cialized for one domain would perform poorly when
applied to other domains. In fact, the typical as-
sumption that both training and testing data are
drawn from the same distribution is no longer valid.
Variations in language vocabulary, writing style
or grammar yield different distributions across do-
mains. In practice, the collection and alignment of
representative training corpora for specific domains
could be prohibitively expensive. Therefore, it is
more efficient to adapt SMT models trained on a

general domain to specific domains, than to train and
maintain specific models for each domain.

Domain adaptation techniques allow SMT models
to generalize from a source domain with abundant
data to a different target domain with limited data.
Domain adaptation is of interest for NLP Technolo-
gies and other companies providing translation ser-
vices, since there are continuous requests for trans-
lation of new specific domains with limited amounts
of parallel sentences. Adaption of current SMT sys-
tems to these domains would decrease the amount
of time and costs required for translation, and hence
provide more time for human translators to focus on
post-editing tasks (e.g., contextual accuracy).

In this paper, we examine the adaptation of a
general SMT system (Farzindar, 2009) trained on
NLP Technologies’ Legal corpora (NL) to two spe-
cific legal domains with limited amount of paral-
lel sentences. One of the target domains focuses
on English-French translation of legislative docu-
ments for the Indian and Northern Affairs (IA),
while the other focuses on French-English transla-
tion of the judgments of the Human Rights (HR)
commission in Quebec (see Table 1). We focus on
supervised domain adaptation techniques for phrase-
based SMT systems, which include adaptation of
language and translation models using log-linear
and mixture models (Foster and Kuhn, 2007). All
experiments are conducted using the PORTAGE sys-
tem developed at the National Research Council of
Canada (Sadat et al., 2005).

The performance of each domain adaptation tech-
nique is first evaluated on both HR and IA domains,
using the BLEU score (Papineni et al., 2002). The



outputs of the best performing technique on each do-
main are then evaluated by NLP Technologies’ post-
editors in terms of post-editing time and effort.

2 Domain Adaptation

Phrase-based SMTs typically follow the log-linear
framework (Koehn et al., 2003) to translate a source
sentence s into a target sentence t:

P (t|s) = 1

Z
exp

(
M∑

m=1

λmhm(t, s)

)
(1)

where λm are the set of weights corresponding toM
feature functions hm andZ is a normalization factor.
A typical set of feature functions include phrase-pair
probabilities and lexical weighting in both transla-
tion directions, language model, word penalty, and
distortion model. In our experiments, each of the
phrase and lexical probabilities are computed using
IBM model 2 and HMM3 alignments, which pro-
vides 11 features for the training and optimization
of the baseline SMT systems using PORTAGE sys-
tem (Sadat et al., 2005). The weights λm are de-
termined according to the minimum error rate train-
ing (MERT) algorithm (Och, 2003), which performs
a line search for each parameter (independently) to
maximize the BLEU score (Papineni et al., 2002).

Domain adaptation aims to adapt a SMT system
trained on source domain with a distribution DS , to
a target domain with a different distributionDT . Su-
pervised domain adaptation techniques include log-
linear and mixture models (Foster and Kuhn, 2007).

With the log-linear approach, distinct feature
functions are computed separately for each domain
DS and DT , and then combined in a log-linear
framework (1). This provides M = 20 features
(9 additional features over those of the baseline) for
optimization with MERT algorithm. However, with
increasing number of features MERT optimization
may become inefficient (Chiang et al., 2008).

In the mixture model approach different SMT
models are trained for each domain, and then
merged by a weighted combination of the compo-
nents. For instance, the phrase-pair probabilities
form each domain (φs and φt) are combined by:

φ(t|s) = λφs(t|s) + (1− λ)φt(t|s)

where λ is the interpolation weight (0 ≤ λ ≤ 1).
Optimization of λ values could be difficult in prac-
tice, since the mixture components are not anymore
included in (1) (Foster and Kuhn, 2007). Furhter de-
tails about training the adaptive log-linear and mix-
ture models are given in (Sankaran et al., 2012).

3 Experimental Results

Table 1 provides a summary of the data sets used for
the training, optimization and testing.

Table 1: Data sets for source and target domains

Domain Number of sentence pairs Avg. sentence length
Train Dev Test English French

NL 1631153 - - 19.4 23.8
HR 16444 1000 1000 20.2 20.9
IA 21037 1000 1000 6.7 8.5

Three baseline systems are built for performance
comparison with the domain adaptation techniques.
Baseline 1 is trained and optimized using data from
NL domain only. Baseline 2 is trained on NL train-
ing set and optimized on the development (Dev) set
from the target domains (HR or IA). For the Human
Rights domain, Baseline 3 is trained on the concate-
nation of the source and target training sets (NL ∪
HR) and optimized on HR Dev set (similarly for IA
domain). All systems are evaluated on the testing
sets from the target domains.

Table 2 presents the BLEU score evaluation of
the domain adaptation techniques for both domains
compared to that of the baselines. As shown in Ta-
ble 2, the log-linear approach slightly outperforms
Baseline 3 and mixture model for the adaptation to
HR domain. For the adaptation to IA domain how-
ever, the mixture model approach provides a signif-
icant improvement (about 3 BLEU points) over that
of the log-linear approach and Baseline 3.

The best of the domain adaptation techniques
are then incorporated into the Adaptive TRANSLI
(Adaptive Translation of Legal Information) sys-
tem, which is then compared to the current machine
translation system employed at NLP Technologies.
This comparison involves undertaking a human eval-
uation of the translation quality of the two systems.

The human evaluation is based primarily on the
amount of time required by a professional post-



Table 2: BLEU score results for adaptation to Hu-
man Rights and Indian Affairs domains

System
HR IA

Fr → En En → Fr

Baseline 1 40.54 23.60
Baseline 2 38.35 25.20
Baseline 3 41.91 26.34
Log-linear 41.97 25.22
Mixture 41.33 29.09

editor to improve the quality of machine-generated
translations to industry standards. Since transla-
tion quality will always be ensured by post-editors,
in professional translation companies, the objec-
tive is to evaluate the reduction in post-editing time
achieved by the adapted SMT systems. Less post-
editing time implies superior machine translation
quality and yields to a reduced translation cost.

The post-editing effort is measured accord-
ing to the Human-targeted Translation Edit Rate
(HTER) (Snover et al., 2006; Specia and Farzindar,
2010). The HTER is defined as the minimum num-
ber of edits required to change an SMT output to
match the reference, normalized by the length of the
reference. Edits include insertion, deletion and sub-
stitution of single words, as any standard edit dis-
tance metric, as well as shifts of word sequences.

HTER =
#edits

#reference words

The current human evaluation experiments in-
volve the translation of two documents from each
domain (HR1, HR2, IA1 and IA2), where each doc-
ument contains about 400 words (see Table 3 for de-
tails). None of the documents were included in any
corpus previously-used for training, tuning or test-
ing. These documents are translated by two different
systems. The frist system is the Adaptive TRANSLI,
wich incorporates the best performing adaptive (log-
linear or mixture) models according to the BLEU
score evaluation (presented in Table 2). The cur-
rent operational SMT system at NLP technologies
is the second system, which is used for comparison
purposes. The source and machine translated out-
puts are then integrated into a post-editing tool that
measures the time and the HTER value required to
post-edit each sentence.

Four professional post-editors from NLP Tech-
nologies are asked to post-edit the machine trans-
lated outputs to meet industry standards. The post-
editors are selected to revise the translations in
their native languages. They have no knowledge
whether the documents are translated by the Adap-
tive TRANSLI or NLP current system. For unbi-
ased evaluation, the order in which the machine-
translated documents are presented to post-editors is
randomized, and an interval of one week is left be-
tween each revision of the different translations of
the same document.

Table 4 presents the average post-editing time (in
seconds) per word as well as per sentence and the
average HTER values per sentence for each post-
edited document and system. As shown in Table 4,
the average time per word required by all post-
editors to revise the output of Adaptive TRANSLI
is overall lower than that of NLP current system by
about one second. The table also shows that the av-
erage time spent to post-edit a sentence translated by
Adaptive TRANSLI is significantly reduced com-
pared to NLP current system. With a daily transla-
tion capacity of 10, 000 words for instance, an aver-
age of one second reduction in post-editing time per
word according to Adaptive TRANSLI would save
about 2.8 hours. The company would therefore be
able to process larger number of requests on daily
basis. In addition, the human translators would have
more time to focus on contextual accuracy and over-
all quality of translations.

As shown in Table 4, the average HTER values
per sentence produced by the Adaptive TRANSLI
(using the mixture model approach) for the IA do-
main, are lower than that of the current NLP sys-
tem. However, for the HR domain the HTER val-
ues produced by the Adaptive TRANSLI (using the
log-linear approach) are shown to be higher than

Table 3: Statistics about documents selected for hu-
man evaluation

Doc. #Words #Sentences Avg. length Translation

HR1 449 8 56.1 Fr→En
HR2 443 14 31.6 Fr→ En
IA1 407 15 27.1 En→Fr
IA2 392 14 28 En→Fr



Table 4: Average post-editing time (in seconds) and
HTER values required during human evaluation

System Doc Avg time Avg time Avg HTER
(word) (sentence) (sentence)

Adaptive
TRANSLI

HR1 3.6 204 0.61
HR2 3.0 95 0.49
IA1 3.6 97 0.28
IA2 4.3 120 0.32

NLP
Current
Sys.

HR1 4.2 238 0.54
HR2 3.9 122 0.38
IA1 4.9 132 0.29
IA2 6.7 187 0.49

that of NLP current system. This is mainly caused
by few general French phrases that occurred in the
Human Rights documents, such as “mise en cause”
and “éléments suivants” and remained untranslated
with the adaptive TRANSLI, while they have been
translated by NLP current system. The Post-editors
needed to perform an additional number of edits
to translate the phrases ignored by the adaptive
TRANSLI, which explains the high values of HTER
for the French-English translation of the HR docu-
ments. In contrast to Adaptive TRANSLI, the cur-
rent system employed at NLP is trained on large and
diverse corpora in addition to the corpora from the
legal domain (NL), and hence it is able to trans-
late these general expressions. However, the over-
all time required to post-edit a document from the
HR domain translated by the Adaptive TRANSLI re-
mains lower than that of NLP current system, which
demonstrates the high level of precision provided by
the adaptive system.

4 Conclusion and Future Work

This paper presents an evaluation of the domain
adaptation techniques in terms of traditional auto-
matic evaluation metrics and human evaluations in
a real-world setting. Adaption of current SMT sys-
tems to new domains would reduce the translation
time and efforts while maintaining or improving
translation quality. NLP Technologies’ Adaptive
TRANSLI system, comprising two domain adapta-
tion techniques based on log-linear models and mix-
ture models, has been used to adapt a general SMT
system to different legal domains.

The results of automatic evaluation have shown

that Adaptive TRANSLI can yield a significant in-
crease in the BLEU score over that of the baseline.
Human-evaluation results have shown a significant
reduction in post-editing time of about one second
per word, which would save about three hours daily
in a production environment with a translation ca-
pacity of 10, 000 words per day.

NLP Technologies Inc. is investigating the in-
tegration of the adaptive translation methods into
its translation environment tools to reduce the post-
editing time and effort at the sentence level, and al-
low the post-editors to focus further on overall trans-
lation quality. An interesting future extension to this
work would consist of developing and implement-
ing incremental and active learning techniques to in-
teractively integrate post-editors feedback into the
SMT system during operations.
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