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Abstract

The standard procedure to train the trans-
lation model of a phrase-based SMT sys-
tem is to concatenate all available parallel
data, to perform word alignment, to extract
phrase pairs and to calculate translation
probabilities by simple relative frequency.
However, parallel data is quite inhomoge-
neous in many practical applications with
respect to several factors like data source,
alignment quality, appropriateness to the
task, etc. We propose a general frame-
work to take into account these factors dur-
ing the calculation of the phrase-table, e.g.
by better distributing the probability mass
of the individual phrase pairs. No addi-
tional feature functions are needed. We re-
port results on two well-known tasks: the
IWSLT’11 and WMT’11 evaluations, in
both conditions translating from English
to French. We give detailed results for dif-
ferent functions to weight the bitexts. Our
best systems improve a strong baseline by
up to one BLEU point without any im-
pact on the computational complexity dur-
ing training or decoding.

1 Introduction

Two type of resources are needed to build statis-
tical machine translation (SMT) systems: mono-
lingual texts to build a language model (LM) and
bilingual texts – also called bitexts – to train the
translation model (TM). While huge amounts of
monolingual data are available in large variety of
domains, parallel data is a sparse resource in many
domains. The parallel data often comes from inter-
national organizations, e.g. Europarl, UN, or data
crawled from the Internet or even bitexts automati-
cally extracted from comparable corpora. Usually,
parallel data really relevant to the translation task

is only available in limited amount. The perfor-
mance of an SMT system for a particular trans-
lation task heavily depends upon the appropriate-
ness and usefulness of the data used to build the
models. It is a common practice to concatenate
all available parallel data, to perform word align-
ment, to extract phrase pairs and to calculate trans-
lation probabilities by simple relative frequency.
The parallel data is incorrectly assumed to be uni-
form with respect to several aspects. It seem ob-
vious that not all available bitexts are relevant to
the translation task, usually called in-domain ver-
sus out-of domain data. Even within one corpus,
eventually considered to be in-domain, there is no
reason to assume that all the parallel sentences are
equally appropriate. The genre of the data may be
also different, for instance, scientific text is trans-
lated with the models trained mainly on news data.
Similarly, the quality of the data may differ when
considering human translations versus automati-
cally crawled data from the web. Moreover, in
certain domains it is worth to consider the tem-
poral distance of the data with respect to the task -
also called recency effect.

Considering all these factors, model adaptation
is a topic of increasing interest and various tech-
niques are proposed in literature. One way to
adapt the translation model is to use mixture mod-
els (Civera and Juan, 2007; Zhao et al., 2004a;
Foster and Kuhn, 2007; Koehn and Schroeder,
2007), or to perform self-enhancement (Ueffing,
2006; Ueffing, 2007; Chen et al., 2008), or
more generally unsupervised-training (Schwenk,
2008; Bertoldi and Federico, 2009; Lambert et
al., 2011; Bojar and Tamchyna, 2011). Most re-
cently weighting the data is getting much atten-
tion from the research community. Various good-
ness scores extracted at different levels during the
model training are considered to weight the data.
The data with a higher goodness scores is given
higher weights to have positive impact on transla-



tion quality.
Matsoukas et al. (2009) proposed a technique in

which they weighted each sentence in the training
bitexts to optimize a discriminative function on a
given tuning set. Sentence level features were ex-
tracted to estimate the weights that are relevant to
the given task. The feature vectors were mapped
to scalar weights (0, 1) which are then used to es-
timate probability with weighted counts.

Foster et al. (2010) proposed an extended ap-
proach by an instant weighting scheme which
learns weights on individual phrase pairs in-
stead of sentences and incorporated the instance-
weighting model into a linear combination.
Phillips and Brown (2011) trained the models with
a second-order Taylor approximation of weighted
translation instances and discount models on the
basis of this approximation. Zhao et al. (2004b)
rescore phrase translation pairs for statistical ma-
chine translation using tf.idf to encode the weights
in phrase translation pairs. The translation proba-
bility is then modeled by similarity functions de-
fined in a vector space. Huang and Xiang (2010)
proposed a rescoring algorithm in which phrase
pair features are combined with linear regression
model and neural network to predict the quality
score of the phrase translation pair. These phrase
scores are used to boost good phrase translations
and bad translations are discarded. Shah et al.
(2010) proposed a technique to weight heteroge-
neous data by weighted resampling of the align-
ments. In an extended work, the same authors
proposed to consider meta-weights for each part
of the training data (Shah et al., 2011).

The work proposed in this paper is an exten-
sion and generalization of several ideas proposed
in previous works such as weighted counts with
goodness scores. However our proposed frame-
work gives the flexibility to inject the goodness
scores in a unified formulation calculated at var-
ious levels. It is based on the following principles:

• the use of a set of “quality measures” at dif-
ferent levels: weights for each corpus (or data
source) and for each individual sentence in
the bitexts.

• no additional feature functions to express the
quality or appropriateness of certain phrase
pairs, but we modify only the existing phrase
probabilities. By these means, we don’t have
to deal with the additional complexity of de-

coding and optimizing the weights of many
feature functions.

• resampling the bitexts or alignments is com-
putationally expensive for large corpora since
the resampled data is ideally much bigger
than the original one. Instead, we integrate
the various weighting schemes directly in the
calculation of the translation probabilities.

• our approach has only a small number of pa-
rameter to optimize.

We unified several ideas into one efficient and
simple framework that can be easily used. We
clearly distinguished between weighting at differ-
ent levels i.e corpus level and sentence level, con-
trary to the approach discussed in (Matsoukas et
al., 2009). Moreover, they used a neural network
to map the sentence level feature scores to a sin-
gle weight. Our approach does not need any such
mapping of features, goodness scores are directly
used to produce weighted counts. The proposed
framework doesn’t depend on how these weights
or goodness scores are calculated - one can use
any measure which predicts the relevance of the
training data to a given domain. Further, the pro-
posed technique has the ability to take into account
the goodness scores extracted at any level i.e cor-
pus level, sentence level, word-to-word alignment
level or even phrase level.

The rest of the paper is organized as follows.
In the next section we present in detail the archi-
tecture of our approach. Experimental results for
IWSLT’11 and WMT’11 task are summarized and
discussed in section 3. The paper concludes with
a discussion and perspective on this work.

2 Architecture of our approach

In the following we will first summarize how the
phrase-table is calculated in the popular Moses
SMT toolkit. Each research team has its own (un-
documented) heuristics, but we assume that the
basic procedure is very similar for most phrase-
based systems. To formalize our ideas, let us as-
sume that we translate a sentence from the source
language s = si . . . sI to the target language
t = ti . . . tJ . A phrase s̃ or t̃ is a sequence of
one or more words in the source or target lan-
guage language respectively. The phrase table
is a large collection of phrase pairs (s̃, t̃). Note
that each source phrase s̃i generally has several
translations t̃ij . For each phrase pair (s̃, t̃), we



usually have several probabilities used to weight
it. Moses uses four probabilities: the forward
phrase-translation probability P (t̃|s̃), the back-
ward phrase-translation probability P (s̃|t̃), and
two lexical probabilities, again in the forward and
backward direction. These probabilities are used
in the standard log-linear model as feature func-
tions fi(s, t):

t∗ = arg max
t

∑
i

λi log fi(s, t) (1)

Moses uses in total fourteen feature functions:
the above mentioned four scores for the phrases, a
phrase and word penalty, six scores for the lexical-
ized distortion model, a language model score and
a distance based reordering model.

The phrase-table itself is created by the follow-
ing procedure

1. collect parallel training data

2. eventually discard sentence pairs that are too
long or which have a large length difference

3. run Giza++ on this data in both directions
(source-to-target and target-to-source)

4. use some heuristics to symmetrize the align-
ments in both directions, e.g. the so-called
grow-diagonal-... (Koehn et al., 2003) and
extract a list of phrases

5. calculate the lexical probabilities

6. calculate the phrase probabilities P (t̃|s̃) and
P (s̃|t̃).

7. create the phrase table by merging the for-
ward and backward probabilities

In our approach we only modify the way how
the phrase translations probabilities P (t̃|s̃) and
P (s̃|t̃) are calculated. The goal is to increase the
probability of phrase pairs which we believe to be
more important for the considered task, to be more
reliable, etc; and consequently, to down weight
those which should be used less often. It is impor-
tant to point out that our phrase table has exactly
the same number of entries as the original one and
that we do not add more feature functions. Cur-
rently, we do not modify the lexical scores of each
phrase pair, but we will investigate this in the fu-
ture. In summary, we only modify step 6 in the

above procedure. For this we modified the tool
memscore (Hardmeier, 2010).

In practice, we also need to adapt step 4 since
we need to keep track for each phrase pair from
which corpus it was extracted and what are the
scores of the corresponding sentence.

2.1 Standard phrase probabilities

The standard procedure to calculate the phrase
probabilities is simple relative frequency:

P (t̃ij |s̃i) =
Count(s̃i, t̃ij)∑
k

Count(s̃i, t̃ik)
(2)

The memscore tool also implements various
smoothing methods such as Witten-Bell, Kneser-
Ney discounting etc. but to the best of our knowl-
edge, their eventual benefit was not extensively
studied and these smoothing techniques are not
widely used. In any case, the calculation of the
phrase probabilities does not consider from which
corpus the phrase was extracted, or more gener-
ally, any kind of weight that was attached to the
originating sentence.

This can obviously lead to wrong probability
distributions. As a simple example we can con-
sider a phrase pair psi, t̃ij which appears a cou-
ple of times in the in-domain corpus, and which
provides the correct translation for the task, and
another phrase pair psi, t̃ik which appears many
times in a (larger) out of-domain corpus. This
wrong translation will wrongly get a higher prob-
ability when relative frequency estimates are used
(or any of the standard smoothing techniques).

A similar argument holds at the sentence or
even phrase level, for instance even a generally in-
domain corpus can contain few sentences which
are out-of topic, badly aligned, etc.

2.2 Weighted phrase probabilities

We have modified the memscore tool in order to
take into account a weight attached to each cor-
pus and let us assume that we have the following
information on our parallel training data:

• the parallel data can be organized into C dif-
ferent parts. In most of the cases, we will use
the source of the data to partition it, e.g. Eu-
roparl, United Nations, web-crawled, but one
could also use some kind of clustering algo-
rithm. We associate the weight wc, to each



corpus c=1 . . . C. We will discuss later how
to obtain those weights.

• a set of S “goodness scores” qs(si, ti), s =
1 . . . S for each parallel sentence pair
(si, ti), i = 1 . . . L where L is the num-
ber of parallel sentences. Again, we will
delay for now how to produce those sen-
tence scores. We keep track of these sen-
tence scores when extracting phrases. All the
phrases extracted from the same sentence ob-
tain the same phrase-level goodness scores
hs(sj , tj), j = 1 . . . P where P � S is the
number of extracted phrases.

Using these notations we will calculate the
phrase probability as follows. Let us first consider
only the weights of the individual corpora. This is
achieved by extending equation 2 as follows:

P (t̃ij |s̃i) =

C∑
c=1

wcCountc(s̃i, t̃ij)

C∑
c=1

wc
∑
k

Countc(s̃i, t̃ik)

(3)

The equation 3 is identical as given in (Mat-
soukas et al., 2009), where wc represents the
features-mapped to a weight calculated for each
sentence by neural network. However in our case
it represents the direct weight for each corpus. If
all corpus weights are identical, equation 3 sim-
plifies to the original formulation in equation 2.
Considering in addition the goodness scores at the
sentence level, we will get:

P (t̃ij |s̃i) =

CX
c=1

(
wcCountc(s̃i, t̃ij) ·

SY
s=1

hγs
c,s(s̃i, t̃ij)

)
CX
c=1

wc
X
k

(
Countc(s̃i, t̃ik) ·

SY
s=1

hγs
c,s(s̃i, t̃ik)

)
(4)

where γs is an additional parameter to weight
the different sentence goodness scores among each
other. We implemented phrase probability calcula-
tion according to equation 4 in the the memscore
tool of Moses.

2.3 Calculation of the corpus weights and
sentence goodness scores

Our theoretical framework and implementation is
generic and does not depend on the exact calcula-
tion of the corpus weights or the sentence good-

ness scores. Any value that expresses the appro-
priateness of the corpus and sentence with respect
to the task can be used. In the following we outline
some possibilities which were used in our experi-
ments.

Weighting parallel corpora was already inves-
tigated previously in the literature. For instance
Shah et al. (2010) used a resampling technique
to weight parallel corpora. They have proposed
two methods to obtain the corpus weights: via LM
interpolation and numerical optimization to maxi-
mize the BLEU score on some development data.
The second approach showed slightly better per-
formance, but it is computationally quite expen-
sive (a new phrase table must be build for each
optimization loop). Therefore, we decided to use
corpus weights obtained by LM interpolation in
our experiments. The idea is to build a LM on the
source (or target) side of the bitexts, independently
for each corpus. There is a well known EM proce-
dure to linearly interpolate these individual LMs
to minimize the perplexity on some development
data. The resulting corpus coefficients can be di-
rectly used to weight the parallel corpora.

Perplexity can also be used to weight each in-
dividual sentence. This was used to select a rele-
vant subset of LM data (Axelrod et al., 2011) or
bitexts (Moore and Lewis, 2010). In our case, we
build a LM on the source side of the in-domain
corpus and use this model to calculate the perplex-
ity of each sentence in all the other corpora. Since
lower perplexity represents “better” sentences, we
set q(si, ti) to the inverse of the perplexity. It is
important to note that our approach is a generaliza-
tion of data selection approaches: instead of doing
a hard decision which data to keep to discard, we
keep all the sentences and attach a weight to each
one (this weight could be zero in an extreme case).

It was also observed that parallel sentences
which are closer to the test set period are more im-
portant than older ones (Hardt and Elming, 2010;
Levenberg et al., 2010; Shah et al., 2011), in par-
ticular when translating texts in the news domain.
Following (Shah et al., 2011), we use an exponen-
tial decay function:

q(si, ti) = e−α·∆ti (5)

where α is the decay factor and ∆t is the dis-
cretized time distance (0 for most recent part, 1
for the next one, etc.).

Finally, it was argued that the alignment score
produced by Giza++ could be used as a mea-
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Figure 1: Overall architecture of our approach.

sure whether the phrases extracted from the cor-
responding sentence pair should be up- or down-
weighted. In order to ease comparison, we used
the same equation as Shah et al. (2010):

q(si, ti) = log(β ·
( ntrg
√
asrc trg + nsrc

√
atrg src)

2
)

(6)
where a is the alignment score, n the size of a sen-
tence and β a smoothing coefficient to optimize.

2.4 Overall architecture

The overall architecture of our approach is given
in figure 1. Suppose we have number of parallel
corpora coming from various sources. First of all,
sentence level goodness scores are calculated and
synchronized with the parallel sentences. These
sentences are concatenated to perform word-to-
word alignment in both directions using GIZA++.
This is done on the concatenated sentences since
GIZA++ may perform badly if some of the indi-
vidual bitexts are rather small. Alignment scores
corresponding to each sentence pair are added to
the goodness scores file. Then, phrases are ex-
tracted and the goodness score q(si, ti) is synchro-
nized with the phrases. In the case that one phrase
occurs in multiple sentences (this actually happens
quite often), we use the arithmetic mean of the
goodness scores in our experiments. The maxi-
mum or some other interpolation functions could

be also used. Finally, the phrase-translation prob-
abilities are calculated according to equation 4 in
forward and backward direction.

The parameters of our approach α , β and γ
along with wc are numerically optimized 1. In
this optimization loop we keep the weights of the
feature functions constant, i.e. λi in equation 1
(we use the ones of the standard system without
weighted phrase translation probabilities). Even-
tually, these weights optimized using the standard
MERT procedure once we have fixed the parame-
ters of our approach.

Corpus En tokens Fr tokens
TED 2.0 2.2
News-Commentary 2.8 3.3
Europarl v6 50.6 56.2
ccb2 232.5 272.6
TOTAL 287.9 334.3

Table 1: Size of parallel corpora (in millions)
to build baseline systems for WMT and IWSLT
Tasks.

3 Experimental evaluation

We have built several phrase-based systems us-
ing the Moses toolkit (Koehn et al., 2007). The
scoring framework is implemented by extending
the memory based scoring tool called memscore
(Hardmeier, 2010) available in the Moses toolkit.
In our system, fourteen feature functions are used.
These feature functions include phrase and lexical
translation probabilities in both directions, seven
features for the lexicalized distortion model, a
word and phrase penalty, and the target language
model. The MERT tool (Och, 2003) is used to tune
the coefficients of these feature functions. The ex-
periments are performed on two well-known eval-
uation tasks i.e. the 2011 WMT and IWSLT En-
glish/French evaluations. The corpora and their
sizes used to build the systems for both these tasks
are given in table 1.

3.1 Experiments on the WMT task

For the WMT task we used the official devel-
opment sets of the 2011 WMT translation tasks,
i.e news-test09 as development corpus and news-
test10 as test corpus. We built English-French
systems by using the time-stamped Europarl and

1with CONDOR (Berghen and Bersini, 2005)



WMT Task
Corpus Alignment Temporal

Perplexity BLEU (on test)
weights scores distance

Baseline 28.16
System 1 yes 28.41
System 2 yes 28.21
System 3 yes 28.35
System 4 yes 28.56
System 5 yes yes 28.55
System 6 yes yes 28.60
System 7 yes yes 28.61
System 8 yes yes 28.79
System 9 yes yes yes 28.65
System 10 yes yes yes 28.67
System 11 yes yes yes 28.89
System 12 yes yes yes 29.11 (optimized)

Table 2: BLEU scores obtained with systems trained with different goodness scores on WMT Task.

news-commentary (nc) corpora. The LM is cre-
ated by interpolating several language models
trained separately on the target side of the bitexts
and all available target language monolingual data
(about 1.5G words). These individual language
models are interpolated and merged into one huge
model. The coefficient of the individual models
are optimized using the usual EM procedure to
minimize perplexity on the development data. Ini-
tial corpus weights for the bitexts were obtained
by building another interpolated LM on the target
side of the bitexts only.

We explored the following goodness scores to
weight the relevance of the bitexts and the individ-
ual sentences: corpus weights, alignment scores,
recency of the data with respect to the test set
period and the sentence perplexity in the target
language with respect to an in-domain language
model. The news-commentary (nc) corpus was
used for that purpose. The time information pro-
vided with Europarl data is used to estimate re-
cency feature. This information was not available
for nc, so we considered the sentences in chrono-
logically ordered with respect to temporal dis-
tance. The alignment scores provided by GIZA++
were normalized using equation 6.

The results of the baseline system and various
combinations of the different goodness scores are
summarized in table 2. In order to get an idea
which goodness score give best results, we have
first performed experiments using default values
for the parameters of the feature functions. For

this purpose, we have used the values reported to
be optimal in (Shah et al., 2011).

The baseline system achieves a BLEU score of
28.16 on the test set. Each goodness score alone
brought small improvements in the BLEU score
(systems 1–4 in Table 2), the best being sentence
perplexity (+0.4 BLEU). An interesting property
of our approach is that the individual gains seem
to add up when we use several goodness scores,
for instance combining recency and sentence per-
plexity gives and improvement by 0.63 BLEU
(system 8) while the individual improvements are
only +0.19 and 0.40 respectively. Combining cor-
pus weights and sentence perplexity is less useful,
as expected, since sentence perplexity implicitly
weights the corpora. This is in fact an improved
corpus weighting with a finer granularity. Our
best system was obtained when combining corpus
weights, recency and sentence perplexity weight-
ing (system 11). For this system only, we numer-
ically optimized the weights wc, α and γ on the
development set (see figure 1). The default and
new weights are:

weparl = 0.47714→ 0.32823
wnc = 0.52285→ 0.67121
α = 0.01300→ 0.02102
β = 0.14530→ 0.12901

γas = 0.1→ 0.01289
γtd = 0.1→ 0.19201
γppl = 0.1→ 0.15451



IWSLT Task Corpus weights Alignment scores Perplexity BLEU (on test)
Baseline 26.34
System 1 yes 26.61
System 2 yes 26.41
System 3 yes 26.77
System 4 yes yes 26.51
System 5 yes yes 26.86
System 6 yes yes 26.99 (optimized)
System 7 yes yes 26.81
System 8 yes yes yes 26.91
System 9 yes yes yes 27.07 (optimized)

Table 3: BLEU scores obtained with systems trained with different goodness scores on IWSLT Task.

where γx is the coefficient among alignment
score (as), temporal distance (td) and perplexity
(ppl). By these means, we get an overall improve-
ment of roughly +1 BLEU score (28.16→ 29.11)
on test set. It is important to stress that this system
is trained on exactly the same data than the base-
line system and that the phrase table contains the
same phrase-pairs. Our approach only improves
the forward and backward probability estimates
P (t̃|s̃) and P (s̃|t̃).

3.2 Experiments on the IWLST task

We performed the same type of experiments for
the IWSLT task. The parallel training data was
the in-domain TED corpus, the news-commentary
corpus (nc) and a subset of the French–English 109

Gigaword (internally called ccb2). The results for
this task are summarize in Table 3. the official Dev
and test sets of the 2011 IWSLT talk task are used.
Initial experiments have shown that large parts of
the ccb2 corpus are not relevant for this task (look-
ing at the sentence perplexities). Therefore, we de-
cided to only use a subset of this corpus, namely
all the sentences with a perplexity lower than 70.
This process preserve only 3% of the ccb2 data.
The baseline system trained on this data achieves
a BLEU score of 26.34 on the test data. Using all
the data in ccb2 worsens significantly the results:
the BLEU scores is 25.73. In principle, it is not
necessary to select subsets of the parallel training
data with our approach to weight sentences by per-
plexity, but this speeds up processing since we do
not need to consider many sentences pairs with a
very low weight. We perform a kind of pruning:
all those sentences get a zero weight and are dis-
carded right away. We used the LM build on the

in-domain TED to calculate the sentence perplex-
ities and the LM interpolation weights are used as
corpus weights. The recency score was not used
for this task since the test set of the TED corpus
has no time information.

We observed the same behavior as for the WMT
task: each individual goodness score improves
the BLEU score on the test set (systems 1–3),
weighting by sentence perplexity being the best
one (+0.43 BLEU). The best system is obtained
when combining all three goodness scores, lead-
ing a BLEU score of 26.91 (system 8). Again,
the numerical optimization of the weights of the
feature functions achieves an additional small im-
provement, giving an overall improvement of 0.73
BLEU. The weight of the goodness scores are
shown in table 4.

4 Comparative Analysis

It is interesting to compare the impact of the dif-
ferent goodness scores considered. An interesting
fact is that the trend is similar for both tasks.

By comparing the results obtained with the var-
ious systems, we can observe that the corpus
weights, used alone or in combination with other
features, are always beneficial (by pairwise com-
parison of e.g. systems 2 and 5, systems 3 and
6 or systems 4 and 7 from WMT task). The av-
erage gain provided by such weighting is around
0.2. Those weights correspond to the LM interpo-
lation coefficient optimized to minimize the per-
plexity on the development set. They are useful to
weight a whole corpus and to ensure that the in-
domain corpus will globally receive higher weight
than the other corpora.



IWSLT Task cted cnc cccb2.px70 β γppl γas

Default values 0.74032 0.17378 0.08591 0.1 0.1 0.1
Optimized 0.69192 0.16982 0.13831 0.19251 0.18151 0.03118

Table 4: Weights on IWSLT Task (ppl=perlexity, as=alignment score).

Sentence level perplexity is also always use-
ful (compare e.g. systems 1 and 7 or systems 6
and 11 from WMT task). While one could think
that this goodness scores is redundant with corpus
weight, it does bring additional information about
the relevance of the sentence. This can be ex-
plained by the fact that a globally out-of-domain
corpus can contain a fraction of useful sentences
while, on the contrary, an in-domain corpus may
contain some less useful ones. This is part of the
heterogeneous aspect of any corpus. The average
gain of using sentence perplexity is almost 0.3 for
the WMT task and 0.37 for IWSLT task.

Concerning the alignment score, the results ob-
tained are more mitigated (see e.g. the comparison
between systems 2 and 5 on WMT and systems 2
and 4 from IWSLT task). The average gain is very
low, and it is the only goodness score which some-
times decrease the BLEU score. The temporal
distance has the expected behavior. When com-
paring systems 1 and 6, 3 and 8 or 4 and 11 from
WMT Task, we can observe that an improvement
of more than 0.2 is obtained.

5 Conclusion and future work

We have proposed a general framework to improve
the phrase translation probabilities in a phrase-
based SMT system. For this, we use a set of
“goodness scores” at the corpus or sentence level.
These scores are used to calculate forward and
backward phrase translations probabilities which
are better adapted to the task. Our framework and
implementation is generic and does not depend
on the exact calculation of the corpus weights or
the sentences goodness scores. Any value that ex-
presses the appropriateness of the corpus and sen-
tence with respect to the task can be used. The
adapted system has exactly the same time and
space complexity as the baseline system since we
do not modify the number of entries in the phrase-
table or add additional features. Also, the training
time is only slightly increased.

We evaluated this approach on two well-known
tasks: the 2011 WMT and IWSLT English/French
evaluations. We have investigated several good-

ness scores: weights for corpora coming from dif-
ferent sources and weights at the sentence level
based on the quality of the GIZA++ alignments,
the recency with respect to the test set period and
task appropriateness measured by the perplexity
with respect to an in-domain language model. Us-
ing each one of these goodness scores, improved
the BLEU score with respect to a strong baseline.
However, best results were obtained by using all
the goodness scores. This yielded an overall im-
provement of almost 1 point BLEU for the WMT
task and more than 0.7 BLEU on the IWSLT task.

Future work will concentrate on other goodness
scores. It would be interesting to compare the re-
sults with proposed goodness scores by integrat-
ing them directly into log-linear model as feature
functions.
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