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Preface to the MONOMT-2012 Workshop Proceedings

On behalf of the program committee of the Monolingual Machine Translation workshop (MONOMT-
2012), it is our pleasure to present you this proceedings. The MONOMT-2012 workshop was held
on November 1 2012, co-located with the Tenth Biennial Conference of the Association for Ma-
chine Translation in the Americas (AMTA 2012) that took place from October 29 to 31, 2012 in
San Diego, USA.

This workshop was the first attempt to showcase various monolingual machine translation sub-
tasks which we frequently encounter in the recent MT research. Such subtasks include MT for
morphologically rich languages [Bojar, 08], system combination strategy [Matusov et al., 05],
statistical post-editing [Dugast et al., 07; Simard et al.,07], domain adaptation [Daume III, 07],
two-step approach to a long-range reordering strategy (SVOand SOV) [Isozaki et al., 10], MERT
process [Arun et al., 10], and translation memory and MT integration strategy [Ma et al., 11]. If
we permit human-aided translation instead of MT, such as error identification and voting with in-
dependent monolingual crowdsources [Hu et al., 11] and monolingual Machine Translator [Koehn,
10], this would further enlarge the area of monolingual translation subtasks. With this showcasing,
our intention was to preferably go further to obtain algorithmic tools: the modest goal would be
in the form of monolingual MT tools such as MBR decoding, monolingual word alignment (based
on TER and METEOR), language model learnt by its representation of data, and machine learn-
ing strategies, while the ultimate goal would be to build a general-purpose deviceMonolingual
Machine Translation system. Note that we did not intend to replace the current availableSMT
systems, such systems would complement them.

We received 8 submissions, of which 3 were accepted as long presentations while 4 were ac-
cepted as short presentations. Submissions came from different countries: China, Czech Republic
/ Indonesia, Germany, India, Japan, Spain, UK and US. All thepapers concerned various aspects of
monolingual MT subtasks. Three papers proposed interesting ways to use monolingual resources
via automatically created multiple references, domain clustering using huge web crawled data, and
morphology prediction system. Regretfully, no paper concernedgeneric monolingual MT tools,
probably because of the short preparation period. In this sense, our principal goal largely remains
untouched until, we hope, near future; although some of our invited speakers might kindly mention
them in their talks. We would like to thank invited speakers,who accepted to give a talk at this
workshop: Prof. Marcello Federico, Prof. Philipp Koehn, Prof. Qun Liu, Dr. Evgeny Matusov,
Dr. Taro Watanabe (At the time of writing, this list was not complete).

We note that this workshop has close links to two previous workshops: MTML 2011 workshop
and ML4HMT 2011 workshop. An MTML 2011 workshop (Machine Translation and Morphologically-
Rich Languages, Research Workshop of the Israel Science Foundation) was held in January 2011
in Haifa. This workshop concerned machine translation frommorphologically poor into morpho-
logically rich languages. Among its presentations, there were two that had mentioned a two-step
approach for MT of morphologically rich languages. An ML4HMT 2011 workshop (Machine
Learning Techniques to Optimizing the Division of Labour inHybrid MT) was held in November
2011 in Barcelona. This workshop focused on incorporating ofsemantic / syntactic meta knowl-
edge into system combination strategy. Typically, such strategy handles only monolingual MT and
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we regard this as our starting point.
This workshop would not be possible without the valued help of the AMTA General Chair

Prof. Alon Lavie and the AMTA workshop organizer Dr. Désillets Alain. We particularly thank
Prof. Lavie for inspiring us to organize this workshop through the above two workshops. We
would also like to thank all the members of the program committee half of them overlapping with
the above two workshops, who have dedicated their valuable time to review the papers. Finally,
we gratefully acknowledge the sponsorship of Prof. Josef van Genabith, CNGL / DCU (Center for
Next Generation Localisation / Dublin City University).

1st November 2012
Tsuyoshi Okita, Artem Sokolov, and Taro Watanabe
MONOMT-2012 Workshop

Workshop Chairs

Tsuyoshi Okita (Dublin City University, Ireland)
Artem Sokolov (LIMSI, France)
Taro Watanabe (National Institute of Information and Communications Technology, Japan)
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Improving English to Spanish Out-of-Domain Translations by Morphology
Generalization and Generation

Lluı́s Formiga Adolfo Hernández José B. Mariño Enric Monte
Universitat Politècnica de Catalunya (UPC), Barcelona, 08034 Spain

{lluis.formiga,adolfo.hernandez,jose.marino,enric.monte}@upc.edu

Abstract

This paper presents a detailed study of a
method for morphology generalization and
generation to address out-of-domain transla-
tions in English-to-Spanish phrase-based MT.
The paper studies whether the morphological
richness of the target language causes poor
quality translation when translating out-of-
domain. In detail, this approach first trans-
lates into Spanish simplified forms and then
predicts the final inflected forms through a
morphology generation step based on shal-
low and deep-projected linguistic information
available from both the source and target-
language sentences. Obtained results high-
light the importance of generalization, and
therefore generation, for dealing with out-of-
domain data.

1 Introduction

The problems raised when translating into richer
morphology languages are well known and are be-
ing continuously studied (Popovic and Ney, 2004;
Koehn and Hoang, 2007; de Gispert and Mariño,
2008; Toutanova et al., 2008; Clifton and Sarkar,
2011; Bojar and Tamchyna, 2011).

When translating from English into Spanish, in-
flected words make the lexicon to be very large caus-
ing a significant data sparsity problem. In addition,
system output is limited only to inflected phrases
available in the parallel training corpus (Bojar and
Tamchyna, 2011). Hence, phrase-based SMT sys-
tems cannot generate proper inflections unless they
have learned them from the appropriate phrases.

That would require to have a parallel corpus con-
taining all possible word inflections for all phrases
available, which it is an unfeasible task.

Different approaches to address the morphology
into SMT may be summarized in four, not mutually
exclusive, categories: i) factored models (Koehn and
Hoang, 2007), enriched input models (Avramidis
and Koehn, 2008; Ueffing and Ney, 2003), seg-
mented translation (Virpioja et al., 2007; de Gispert
et al., 2009; Green and DeNero, 2012) and morphol-
ogy generation (Toutanova et al., 2008; de Gispert
and Mariño, 2008; Bojar and Tamchyna, 2011).

Whereas segmented translation is intended for ag-
glutinative languages, translation into Spanish has
been classically addressed either by factored models
(Koehn and Hoang, 2007), enriched input scheme
(Ueffing and Ney, 2003) or target language simplifi-
cation plus a morphology generation as an indepen-
dent step (de Gispert and Mariño, 2008). This lat-
ter approach has also been used to translate to other
rich morphology languages such as Czech (Bojar
and Tamchyna, 2011).

The problem of morphology sparsity becomes
crucial when addressing translations out-of-domain.
Under that scenario, there is a high presence of pre-
viously unseen inflected forms even though their
lemma could have been learned with the train-
ing material. A typical scenario out-of-domain is
based on weblog translations, which contain ma-
terial based on chat, SMS or social networks text,
where it is frequent the use of second person of
the verbs. However, second person verb forms are
scarcely populated within the typical training mate-
rial (e.g. Europarl, News and United Nations). That
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is due to the following reasons: i) text from for-
mal acts converts the second person (tú) subject into
usted formal form, which uses third person inflec-
tions and ii) text from news is mainly depicted in
a descriptive language relegating second person to
textual citations of dialogs that are a minority over
all the text.

Some recent domain-adaptation work (Haddow
and Koehn, 2012) has dealt implicitly with this prob-
lem using the OpenSubtitles1 bilingual corpus that
contains plenty of dialogs and therefore second per-
son inflected Spanish forms. However, their study
found drawbacks in the use of an additional cor-
pus as training material: the improvement of the
quality of the out-of-domain translations worsened
the quality of in-domain translations. On the other
hand, the use of an additional corpus to train specific
inflected-forms language generator has not yet been
addressed.

This paper presents our findings on tackling the
problem to inflect out-of-domain verbs. We built
a SMT system from English into simplified mor-
phology Spanish in order to inflect the verbs as an
independent postprocessing step. This strategy has
been formerly applied to translate from English into
Spanish with a N-gram based decoder (de Gispert
and Mariño, 2008) but without dealing with out-of-
domain data and neither with a factored based sys-
tem (Koehn and Hoang, 2007). We analyze the most
convenient features (deep vs. shallow) to perform
this task, the impact of the aforementioned strategy
when using different training material and different
test sets. The main reason to focus the study only
on the verbs is their strong impact on the transla-
tion quality (Ueffing and Ney, 2003; de Gispert and
Mariño, 2008).

In section 2 we describe the architecture of the
simplification plus generation strategy. In section 3
we detail the design of the generation system. In
section 4 we detail the experiments performed and
we discuss them in section 5. At last, we explain in
section 6 the main conclusions and lines to be dealt
in the future.

1www.opensubtitles.org

2 System architecture

The main idea of the presented strategy is to reduce
the sparsity of the translation models and the per-
plexity of the language models by simplifying the
morphology in the target language.

Spanish, as a Latin derived language, has a com-
plex grammar. Rodrı́guez and Carretero (1996)
enumerated the problems of Spanish morphology
flexions into 7 different problems that contain verb
conjugation, gender/number derivations and enclitic
forms among others. As it has been mentioned, we
focus on the surface forms related to Spanish verbs.
Concretely we center our study to predict i) person
and number (PN) for the Spanish verb forms and
ii) number and gender (NG) of participles and ad-
jectives derived from verbs, which are very com-
mon in passive forms. We implicitly deal with en-
clitic forms through a segmentation step based on
the work by Farrús et al. (2011).

The idea is summarized in Figure 1. Spanish verb
forms are replaced with their simplified form. Gen-
eralization is carried out through several steps de-
tailed in Table 1. The Spanish POS tags are given in
Parole format2 that includes information about the
type, mode, tense, person, number and gender of the
verb. First, we concatenate the POS tag to the lemma
of the verb. For example, the inflected form puede is
transformed into VMIP3S0[poder], which indicates
that the lemma of Main Verb poder is inflected to
the Indicative Present Third Person Singular form.
Next, we generalize the person, number and gender
of the verb to the following variables: p for person, n
for number and g for gender. Under this generaliza-
tion, the simplified form keeps information of verb
type (‘VM’→ main verb), mode and tense (‘IP’→
indicative, present), while ‘p’ and ‘n’ represent any
person and number once generalized (from 3rd per-
son singular). It is important to highlight that we do
not perform just a simple lemmatization as we also
keep the information about the type, mode and tense
of the verb.

After simplifying the corpus we can build the
models following the standard procedures explained
in section 4.1. Note that the tuning of the system is
performed with the simplified reference of the de-
velopment texts.

2http://www.lsi.upc.edu/ nlp/tools/parole-eng.html
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INDEPENDENT NLP 
CLASSIFICATION TASK 

Preprocessing + Word 
alignment 

Phrase-Based SMT Morphology 
generation 

English 

Simplified 
Spanish SMT Models: 

LM Surface 
LM POS 

Phrase Table 
Reordering Table 

MORPHOLOGY 
CLASSIFICATION 

 MODELS 

Morphology 
simplification 

Spanish 

La Comisión  
VMIPpn0[poder] 

The Comission 
can 

La comisión 
VMIP3S0[poder] 
La comisión 
puede 

Figure 1: Flow diagram of the training of simplified morphology translation models.

Type Text
PLAIN la Comisión puede llegar

TARGET: a paralizar el programa
Lemma+PoS la Comisión VMIP3S0[poder]

llegar a paralizar el programa
Lemma+PoS la Comisión VMIPpn0[poder]
Generalized: llegar a paralizar el programa

Table 1: Example of morphology generalization
steps taken for Spanish verbs.

At this point, the translation process may be inde-
pendently evaluated if test references are also sim-
plified. This evaluation provides oracles for the gen-
eration step. That is, the maximum gain to be ob-
tained under a perfect generation system.

Finally, morphology prediction system is de-
signed independently as it is explained in section 3.
The generation system predicts the correct verb mor-
phology for the given context both in the source and
the target sentence. Once the morphology is pre-
dicted, the verb is inflected with a verb conjugator.

The presented strategy has two clear benefits: i)
it makes clear the real impact of morphology gener-
alization by providing an oracle for the studied sce-
narios and ii) decouples the morphology generation
system from the actual SMT pipeline making it fea-
sible to be trained with small or noisy out-of-domain
corpora without having a strong negative impact into
the decoder pipeline (Haddow and Koehn, 2012).

However, any bilingual corpora used to train the
generation system has to be correctly aligned in or-
der to perform a correct extraction of the features.
In that sense it is useful to reuse the already trained
SMT (e.g. GIZA) alignment models as they are built
from larger collections of data.

3 Design of the Generation System

The generation system is addressed as a multiclass
classification problem. We separate the prediction
in two independent tasks: i) person and number and
ii) number and gender. The reason of the separation
is the fact that in Spanish there are not verb forms
where the person, number and gender have to be
predicted at the same time. Thus, the forms other
than participle involve decisions only based in per-
son and number while the participle forms involve
only number and gender. Thus, we train two inde-
pendent multiclass classifiers: i) a person and num-
ber classifier involving 6 output classes (1st, 2nd and
3rd person either in Singular or Plural) and ii) a num-
ber and gender classifier involving 4 output classes
(Male and Female either in Singular or Plural). We
provide the one-best decision of the decoder as the
input to the generation system along with its related
tokenized source sentence and its alignment. It is
important to highlight that the decoder has to be able
to provide the source-translation alignment at word
level.

3.1 Relevant Features
A set of linguistic features is extracted for each gen-
eralized verb found in the target sentence. These
features include simple shallow information around
the verb and might include deep information such as
projected dependency constituents or semantic role
labels.

For the shallow feature extraction, the features
are extracted with simple neighborhood functions
that look the words, POS tags and the morphology
in and around the verb in both the source and tar-
get side. These features are: i) Context words and
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their POS for both the source and target verbs. ii)
The composed verb phrase and its POS (e.g. it has
not already been saved). The verb phrase is de-
tected through a WFST acceptor. We also consider
mixed word/POS source verb sequences (e.g. PRP
has not already been VB). iii) Presence of a passive
voice on the source. iv) Sequence of named entities
(and their conjugations) before the source and target
verbs: (e.g, John, Mary and Peter). v) Reflexive pro-
noun after the source and target verbs. vi) Pronoun
before the source verb or whether it has POS indi-
cating 3S (VBZ) or not3S (not VBZ) conjugation.
vii) Pronoun before the target verb (yo, tú...). viii)
Simplified form of the target verb simplifying also
its mode and mode and tense. ix) Abstract pattern of
the verb noting whether it is a auxiliary haber plus
participle or simply a participle (mainly used as ad-
jective).

For the deep features, first we perform semantic
role labeling and dependency parsing of the source
sentence through the Semantic parser of Lund Uni-
versity 3 and then we project this information to the
target side using the alignment. In case of alignment
to multiple words, we use the lexical model proba-
bilities to decide the target word that corresponds to
the source dependency. In total we use 310 differ-
ent deep features such as: pA (parent agent), cSBJ
(child subject), cOB (child object), pNMOD (par-
ent modifier), pA1 pos (POS of the parent agent 1)
among others. The most important learned features
are detailed in Section 4.4.

3.2 Classifier framework

The generation system is implemented by means of
classification models that predict the person, num-
ber and gender from the extracted features. Typi-
cal algorithms to deal with this task are Conditional
Random Fields (McCallum and Li, 2003), MaxEnt
classifiers (Della Pietra et al., 1997) or Support Vec-
tor Machines (Platt et al., 2000). All of them usually
represent the set of features as a binary array.

We discard CRFs because the prediction case
described in this paper does not suit as a struc-
tured/sequential problem as we only focus on pre-
dicting verb forms and usually they don’t influence
each other within the sentence and therefore each of

3http://nlp.cs.lth.se/software/

Figure 2: Decision DAG to find the best class out of
four classes related to gender and number

them becomes a root constituent itself.
We have chosen SVMs instead of MaxEnt be-

cause the feature vectors are high-dimensional.
Concretely, the binary vector size is 380k for the
shallow features and 755k for the vectors that com-
bine shallow and deep features. Therefore, SVM ap-
proximates the decision boundary by means of sup-
port vectors, which allow curvature in the feature
space when it is high dimensional. This was con-
firmed in some preliminary experiments where we
found better performance and that the size of the
support vectors was about the 5% with respect to
the total training database. On the other hand the
MaxEnt classifier is based on simple hyperplanes,
which assumes that the underlying boundary be-
tween classes is linear. In addition, the MaxEnt
model assumes that the distribution of the the dot
product between the feature vector and the set of
weights of the classifier, which in the model is re-
flected by the use of an exponential nonlinearity.
This assumption is rather limited and might not be
correct.

Among the different multiclass SVM approaches,
we have implemented the generation system by De-
cision Directed Acyclic Graphs (DDAG) (Platt et
al., 2000) composed of binary SVM classifiers. A
DDAG combines many two-class classifiers into a
multiclassification task. The description of the struc-
ture is as follows: For an N-class problem, the
DDAG contains N(N-1)/2 nodes, one for each pair
of classes (one-vs-one classifier). A DAGSVM al-
gorithm is proposed by Platt et al. (2000). An exam-
ple of a structure of the DDAG is shown in Figure 2.

The classifiers can be ordered following different
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criteria such as the misclassification rate, the balance
between samples of each class or the most reliable
decision taken by the classifiers. In this paper we
follow the latter criteria: After processing the fea-
tures by all classifiers simultaneously, the most con-
sistent decision from all binary classifiers is taken in
first place, afterwards the second best is considered
and so on, until the final class is answered by the
binary decisions. The experiments are explained in
section 4.4.

4 Experiments

The experiments were carried out in three distinct
stages. First, we have analyzed the impact of mor-
phological generalization into the decoder models
both with texts of the training-domain and text out-
of-domain. Then, we studied the generation sys-
tem accuracy with fluent text sets and finally, we
have studied the overall improvement achieved by
the whole strategy under the different scenarios.

4.1 Baseline systems

Corpus Sent. Words Vocab. avg.len.

EPPS Eng 1.90 M 49.40 M 124.03 k 26.05
Spa 52.66 M 154.67 k 27.28

News.Com Eng 0.15 M 3.73 M 62.70 k 24.20
Spa 4.33 M 73.97 k 28.09

UN Eng 8.38 M 205.68 M 575.04 k 24.54
Spa 239.40 M 598.54 k 28.56

(a) Parallel

Corpus Sent. Words Vocab.

EPPS 2.12 M 61.97 M 174.92 k
News.Com. 0.18 M 5.24 M 81.56 k

UN 11.20 M 372.21 M 725.73 k
News.07 0.05 M 1.33 M 64.10 k
News.08 1.71 M 49.97 M 377.56 k
News.09 1.07 M 30.57 M 287.81 k
News.10 0.69 M 19.58 M 226.76 k
News.11 5.11 M 151.06 M 668.63 k

(b) Monolingual

Table 2: Details of different corpora used for train-
ing the models. The counts are computed before
generalization.

We based our experiments under the framework
of a factored decoder (Moses – Koehn and Hoang
(2007)). Concretely, we translate the source words
into target words plus their POS tags (Factored

Moses from 0 to 0,2) using two separate language
models for improving the fluency of the output.
We did the alignment with stems through mGIZA
(Gao and Vogel, 2008). We used the material from
WMT12 (Callison-Burch et al., 2012) MT Shared
Task for training. We used the Freeling analyzer
(Padró et al., 2010) to tokenize, lemmatize and POS-
tag both sides of the corpus (English and Spanish).
In the same way we use the Freeling libraries in
order to conjugate the verbs. We trained the lan-
guage models (LM) with the SRILM Toolkit (Stol-
cke, 2002) at 5-gram level for words and 7-gram
level for POS-tags.

In order to study the impact of the morphology
at different training levels we have considered two
different scenarios: First, we train a system only
with texts from the European Parliament being a
limited resource scenario, hereafter EPPS, consist-
ing of small-sized corpora. Secondly, we consider
a state-of-the-art scenario, hereafter WMT12, using
all the material available. Corpus details are given
in table 2. Weights have been tuned according to the
development material of WMT’12 (7567 news sen-
tences from 2008 to 2010). The news material for
the years 2011 and 2012 has been left aside for test-
ing purposes as explained later.

All these steps were performed identically for
both the baseline and simplified verb forms de-
coders. Note that for the latter, the POS factor is also
simplified. In addition, we needed also to simplify
the development texts for tuning the system.

4.2 Test scenarios

We set different evaluation test sets: news tests from
WMT11 and WMT12 (Callison-Burch et al., 2012)
for in-domain evaluation and weblog translations
from the FAUST project (Pighin et al., 2012) for the
out-of-domain. The news sets from WMT consist of
3003 human revised translations each. They will be
referred as n11 and n12 in this paper. Regarding the
weblog translations we considered 998 translation
requests in English into Spanish submitted to Softis-
simo’s online translation portal4. Two independent
human translators had corrected the most obvious
typos and provided reference translations into Span-
ish for all of them along with the clean versions of

4http://www.reverso.net
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the input requests. Thus, we consider four different
test sets from this material:

i) Weblog Raw (wr) The noisy weblog input. It
contains misspellings, slang and other input noise
typical from chats, forums, etc. These transla-
tions are evaluated with their correspondent refer-
ence provided by each translators (two references).

ii) Weblog Cleani (w0 and w1) The cleaned ver-
sion of the input text provided by each translator on
the source side. Cleaned versions may differ due to
the interpretation of the translators (e.g. If you dont
like to chat → If you don’t like chatting — If you
don’t want to chat).

iii) Weblog Clean0.1 (w0.w1) In that case we mix
up the criteria of the different translators. In that
case the cleaned versions are concatenated (making
up a set of 1,996 sentences) and evaluated with their
respective translations (two references).

4.3 Impact of morphology generalization into
the Decoder

We analyzed the effect of the morphology general-
ization into the decoder’s models across two differ-
ent aspects. First, we analyzed to what extent the
morphology generalization reduces the perplexity of
the language models built upon words and POS tags.
Secondly, we analyzed the downsizing of the spar-
sity within the Moses lexical models.

Results of the perplexity and sparsity reduction
are detailed in table 3. The EPPS results detail
the reduction within the constrained decoder and
the WMT12 ones detail the reduction within the
fully-trained decoder. In general terms, word level
perplexities are reduced by a 6-7% when working
with formal News data (in-domain) and by a 12-
17% when working with weblog data. We observed
that perplexity reduction is relatively more impor-
tant for the constrained system. For the POS Lan-
guage Models we observed less margin of reduction
for the in-domain News sets (3-6%) and similar re-
sults for the weblog dataset (11.5-18%). With re-
spect to the lexical models, we observed a reduc-
tion of the Spanish unique entries of the model. For
the constrained system (EPPS) the entries are re-
duced from 164.13k to 140.10k and for the fully
trained (WMT12) system the entries are reduced
from 660.59k to 626.36k. The ratios of the lexical
models show that the sparsity is clearly defined in

EPPS Base Simp. %
n11 291.63 270.61 -7.21
n12 288.66 267.19 -7.44
w0 944.18 790.46 -16.28
w1 1076.28 910.67 -15.39

WMT12 Base Simp. %
n11 186.04 174.74 -6.07
n12 172.65 162.29 -6.00
w0 613.38 533.73 -12.99
w1 645.00 563.27 -12.67

(a) Word perplexity

EPPS Base Simp. %
n11 15.21 14.31 -5.92
n12 15.84 14.87 -6.12
w0 43.33 35.46 -18.16
w1 50.12 41.63 -16.94

WMT12 Base Simp. %
n11 12.74 12.33 -3.22
n12 13.1 12.47 -4.81
w0 30.07 26.33 -12.44
w1 33 29.21 -11.48

(b) PoS perplexity

EPPS English Spanish Ratio
Base 124.06k 164.13k 1.32
Simp. 140.10k 1.13

WMT12
Base 658.67k 660.59k 1.00
Simp. 626.36k 0.95

(c) Lexical Entries

Table 3: Evaluation of perplexity and lexical en-
tries reduction obtained by the morphology general-
ization strategy.

the constrained system while it becomes balanced
with a larger training corpus. In the latter case the
generalization causes a negative sparsity relation.

4.4 Generation System

After analyzing the impact of the generalization
strategy into the decoder models, we evaluated the
DDAG accuracy to predict the morphology of the
verb forms.

Previous studies (de Gispert and Mariño, 2008)
detailed that the learning curve for predicting verb
forms stabilized with 300,000 verb samples for
PN and 150,000 verb samples NG. As the pur-
pose of this paper is to analyze the suitability of
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DDAG accuracy Test sets
AVGPerson and Number wmt12 Sub n08-10 w0 w0.w1 w1 wr

Shallow
wmt12 86.59 68.39 84.41 73.89 74.56 74.77 71.87 76.35

wmt12+Sub 85.71 80.30 84.76 83.41 84.39 84.46 81.52 83.51
Subtitles 80.75 81.87 82.73 84.32 84.57 84.28 82.48 83.00

Shallow+Dep
wmt12 87.67 68.45 84.93 73.80 74.24 74.22 71.96 76.47

wmt12+Sub 86.78 80.50 85.44 84.68 84.75 84.19 82.02 84.05
Subtitles 81.81 82.00 83.21 85.04 84.98 84.92 82.70 83.52

Number and Gender

Shallow
wmt12 88.09 86.25 84.07 79.82 80.74 80.77 80.95 82.96

wmt12+Sub 86.63 90.06 83.93 83.77 84.20 84.62 83.98 85.31
Subtitles 80.46 88.06 82.79 81.14 81.39 81.20 81.39 82.35

Shallow+Dep
wmt12 88.60 86.49 84.00 81.58 80.52 81.20 80.74 83.30

wmt12+Sub 87.16 90.49 83.71 83.77 83.55 83.76 83.12 85.08
Subtitles 80.82 88.09 82.06 82.89 82.90 82.91 82.68 83.19

Table 5: Accuracy scores achieved by the DDAG learner trained with different clean and aligned corpus
(wmt12, Subtitles and combined) and different feature sets (Shallow and Shallow+Dependencies). The best
results are depicted in bold.

PN NG
Train Test Train Test

WMT12 300k 189k 150k 40k
Subtitles 300k 82k 30k 7k

Combined
WMT12 150k 339k 120k 70k
Subtitles 150k 232k 30k 7k

Total 300k 570k 150k 77k

Table 4: Details of the number of verbs per corpora
and task used for training the generation system. PN
stands for Person and Number and NG for Number
and Gender.

morphology-generalization strategy when address-
ing out-of-domain translations, we did not consider
the study a new learning curve

We trained the generation system with clean and
fluent corpora (not MT-output). Details of the dif-
ferent corpora studied are depicted in table 4.

First, we trained as a baseline generation system
with the same corpora of WMT12. We homoge-
neously sampled 300,000 sentences from the paral-
lel corpus with 678k verbs. We used 450,000 verbs
for training the generation system (300,000 for per-
son and number (PN) and 150,000 for number and
gender (NG)) setting aside 228k verbs (188 for PN
and 40k for NG) for testing purposes.

We coped with second person morphology (tú /
vosotros) with the use of OpenSubtitles corpora as
training material, which contains plenty of dialogs.
In that case we needed to align the sentences. We

performed all the steps of mGIZA starting from the
previously trained WMT12 models.

We used the OpenSubtitles corpora in two differ-
ent ways: entirely or partially combined with the
WMT12 corpora. However, the Subtitles corpora
does not have enough verb forms for training the
number and gender system, causing a smaller size
of the training set for the standalone system and not
allowing an equal contribution (50%) for the com-
bined version.

w0.w1 Stats
PN Precision Recall Specifity F1
1S 0.93 0.88 0.98 0.45
2S 0.80 0.80 0.97 0.40
3S 0.82 0.92 0.86 0.44
1P 0.89 0.79 1.00 0.42
2P 0.00 0.00 1.00 0.00
3P 0.82 0.67 0.98 0.37
NG
SM 0.86 0.94 0.73 0.45
SF 0.78 0.63 0.96 0.35
PM 0.80 0.70 0.98 0.37
PF 0.84 0.73 0.99 0.39

Table 6: Classification scores for the best accuracy
configurations.

We also tested the prediction task in sets other
than the verbs left apart from the training data.
Concretely, we used the development material of
WMT12 (n08-10) and the weblog test data.
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Results are shown in tables 5. Regarding the fea-
ture sets used, as explained on section 3.1, we an-
alyzed the accuracy both with shallow features and
combining them with deep projected features (Shal-
low+Dep) based on syntactic and semantic depen-
dencies. We also analyzed the precision, recall and
F1 scores for each class for the w0.w1 test set (Ta-
ble 6). These results are from the best configurations
achieved (PN: Shallow+Dep trained only with Sub-
titles and NG: Shallow trained with combined sets
(WMT12+Sub)).

Results to predict person and number indicate
that models trained with only subtitles yield the
best accuracies for weblog data, whereas the mod-
els trained with the WMT12+Sub combined set yield
the best results for the News domain. In addition, we
observed that the best results are obtained with the
help of the deep features indicating that they are im-
portant for the prediction task.

However, deep features do not help in the pre-
diction of number and gender for the weblog and
News test sets. With respect to the training material,
the best results are achieved by the combined train-
ing set WMT12+Sub for the weblog tests and by the
standalone WMT12 set for the News test set. This
behavior is explained by the small amount of num-
ber and gender samples in the subtitles set.

Consequently, we analyzed the most important
features from the DDAG-SVM models, i.e. those
features with a significant weight values in the sup-
port vectors of the classifiers. Regarding the PN
classifiers, we found that the Shallow features were
among the 9 most important features of the PN mod-
els. Dependency features were less important be-
ing the POS, surface and lemma of the subject the
10th, 13th and 16th most important features respec-
tively. Predicate features had a minimal presence in
the models being the POS of the APP0 the 24rd most
important feature. As presumed, for the NG classi-
fiers the impact of the deep features was less impor-
tant. In that case the POS of the NMOD and PMOD
were in the 14th and 17th positions respectively and
the POS of A1 the 18th most important feature.

With respect to the correctness of the classifiers
per class (Table 6), we observed that 1P and SM
classes are the ones with the highest F1 score. How-
ever, 2P class cannot be predicted due to its small
presence (≈ 0.6%) in both training and testing

sets. When analyzing the results in detail, we found
considerable confusions between 3P-3S, 2S-3S, and
SM-SF. This latter case is caused by the presence of
female proper nouns that the system is not able to
classify accordingly (e.g. Tymoshenko) and there-
fore assigns them to the majority class (SM). All the
F1 scores are around 0.35 and 0.45 per class, with
the exception of 2P that can not be predicted prop-
erly.

4.5 Translation

Before analyzing the improvement of the strategy
as a whole, we made an oracle analysis without the
generation system. In that case, we evaluated the or-
acle translations by simplifying the reference trans-
lations and comparing them to the output of the sim-
plified models. We detail the BLEU oracles in table
7. For the constrained system we observed a poten-
tial improvement between 0.5 to 0.7 BLEU points
for the News sets and an improvement from 1 to
1.3 BLEU points for weblog datasets. For the full
trained system we observed a similar improvement
for the News sets (between 0.5 and 0.7 BLEU points)
but a better improvement, between 2 and 3 BLEU

points, for the out-of-domain weblog data. These or-
acles demonstrate the potential of morphology gen-
eralization as a good strategy for dealing with out-
of-domain data.

After analyzing the oracles we studied the overall
translation performance of the strategy. We analyzed
the results with BLEU and METEOR (Denkowski
and Lavie, 2011). However, METEOR properties of
synonymy and paraphrasing did not make it suitable
for evaluating the oracles for the simplified refer-
ences. In addition, table 7 details the results for the
full generation strategy. In general terms, we ob-
serve better improvements for the weblog (out-of-
domain) data than for the News data. For the con-
strained system, weblog test sets improve by 0.55
BLEU/0.20 METEOR points while News test sets
only improve 0.25 BLEU/0.14 METEOR points. For
the fully trained system, the out-of-domain improve-
ment is 1.49 BLEU/1.27 METEOR points in average
and the News (in-domain) achieve an improvement
of 0.62/0.56 METEOR points. These results are dis-
cussed next.



14

BLEU-EPPS Test sets AVGMethod Train w0 w0.w1 w1 wr n11 n12
Baseline – 26.91 32.86 25.86 28.94 28.58 28.36 28.59
Oracle – 27.97 34.17 27.01 30.06 29.35 28.87 29.57

Shallow
wmt12 26.87 32.82 25.83 28.85 28.98 28.46 28.64

wmt12+Sub 27.53 33.53 26.42 29.3 28.92 28.46 29.03
Subtitles 27.41 33.4 26.34 29.19 28.83 28.37 28.92

Shallow+Dep
wmt12 26.95 32.88 25.85 28.92 28.96 28.45 28.67

wmt12+Sub 27.49 33.47 26.36 29.24 28.94 28.46 28.99
Subtitles 27.38 33.39 26.34 29.19 28.86 28.39 28.93

METEOR-EPPS
Baseline – 52.46 55.89 52.32 52.55 52.62 52.67 53.08

Shallow
wmt12 52.36 55.89 52.28 52.29 52.87 52.71 53.07

wmt12+Sub 52.68 56.23 52.60 52.51 52.85 52.70 53.26
Subtitles 52.63 56.18 52.53 52.46 52.78 52.62 53.20

Shallow+Dep
wmt12 52.33 55.89 52.29 52.33 52.86 52.70 53.07

wmt12+Sub 52.64 56.19 52.56 52.45 52.86 52.70 53.24
Subtitles 52.64 56.17 52.52 52.48 52.81 52.66 53.21

BLEU-WMT12
Baseline – 29.07 36.02 27.92 31.81 32.62 33.01 31.74
Oracle – 31.12 39.01 30.63 34.16 33.38 33.49 33.63

Shallow
wmt12 29.82 37.31 29.24 32.82 32.87 32.98 32.51

wmt12+Sub 30.59 38.17 29.94 33.28 32.87 32.99 32.97
Subtitles 30.43 37.92 29.78 33.12 32.77 32.87 32.82

Shallow+Dep
wmt12 29.87 37.35 29.23 32.82 32.91 32.99 32.53

wmt12+Sub 30.55 38.09 29.9 33.26 32.89 33.01 32.95
Subtitles 30.48 38.03 29.89 33.21 32.77 32.87 32.88

METEOR-WMT12
Baseline – 53.20 56.88 53.19 53.36 55.19 55.64 54.58

Shallow
wmt12 54.32 58.15 54.31 54.36 55.53 55.70 55.40

wmt12+Sub 54.70 58.58 54.69 54.62 55.51 55.69 55.63
Subtitles 54.61 58.45 54.59 54.53 55.44 55.62 55.54

Shallow+Dep
wmt12 54.27 58.14 54.31 54.35 55.55 55.71 55.39

wmt12+Sub 54.67 58.57 54.70 54.61 55.53 55.71 55.63
Subtitles 54.60 58.47 54.61 54.58 55.47 55.62 55.56

Table 7: Evaluation scores for English-Spanish translations considering Baseline, Oracle and Morphology
Generation configurations. The best results are depicted in bold.

5 Discussion

The comparison of the different experiments show
that a better improvement of the language mod-
els perplexity do not lead to a better improvement
into the oracles obtained. Concretely, the EPPS
constrained language models achieved a higher im-
provement with respect to the perplexities, whereas
the fully trained WMT12 decoder achieved better
improvement oracles. These results point the im-
portance of the morphology generalization to the
phrase-based and lexical models other than the lan-
guage models.

In addition, when considering the full strategy the
non-constrained system (WMT12) achieves higher

improvements compared to the constrained decoder
in most of the metrics. The constrained decoder pro-
vides a less fluent translation (and more noisy) com-
pared to the fully trained decoder. Consequently, the
morphology prediction task becomes more difficult
for the constrained scenario due to the high pres-
ence of noise in the context of the generalized verbs.
The noise presence into the MT-output also explains
why the deep features do not help to obtain better
translations. The main difference between the accu-
racy and translation experiments is the typology of
the text where the prediction takes place. Whereas
the accuracy experiments are performed with human
references the generation system has to deal with the
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decoder output, which is noisy and less fluent, mak-
ing the shallow features more robust. Thus, the strat-
egy becomes more relevant when a decoder of better
quality is available because a more fluent MT-output
eases the task of morphology prediction.

The combined training set (wmt12+Sub) achieves
the most stable improvement across all the metrics
and trained scenarios. The WMT12 generation sys-
tem worsens the baseline results, making the Sub-
titles corpus a crucial part to be combined into the
training material in order to achieve a high improve-
ment for the fully trained system due to, among
other reasons, the lack of second person inflected
forms into the training material.

We conducted a posterior analysis of the cases
when the generation system worsened the oracle. In
that case we found that in the 25% of these cases the
generation was correctly performed but there was a
change of the subject between the reference and the
output. For example, the English phrase “Good peo-
ple are willing“ translated as “Las buenas personas
están” has a worse score than “Las buenas personas
está” with the reference “La gente buena está”. In
that example the metric penalizes the good agree-
ment instead of the verb correspondence with the
reference, which obviously it is not correct.

6 Conclusions and Future Work

This paper presents a strategy based on morphology
generalization as a good method to deal with out-of-
domain translations, whereas it provides stability to
in-domain translations. The experiments point the
morphological sparseness as a crucial issue to deal
when performing domain adaptation in SMT into
richer languages along with language model per-
plexity.

In addition, we have shown that training mor-
phology generation systems with the help of noisy
data (OpenSubtitles) might help to obtain a better
translation without compromising the quality of the
models. Morphology generation systems might be
trained with a relatively small amount of parallel
data compared to standard SMT training corpora.

We have also shown the importance of projected
deep features in order to predict the correct verb
morphology under clean and fluent text. However,
the projection of deep features is sensitive to the flu-

ency of the sentence making them unreliable when
they are applied to noisy MT-output.

Also we have shown that the morphology genera-
tion system becomes more relevant with high qual-
ity MT systems because their output is more fluent,
making the shallow and deep features more reliable
to guide the classifier.

Future plans include providing a n-best list or a
lattice to the generation system to expand its search.
We also work on the study of the projection heuris-
tics in order to make the deep features less sensi-
tive to the MT-output noise. Finally, we want to
expand our study to the generalization of common
nouns, function words and adjectives. In this case
we should study the suitability of sequential learning
frameworks such as CRF or probabilistic graphical
models (PGM).
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Abstract

Content localisation via machine translation
(MT) is a sine qua non, especially for inter-
national online business. While most appli-
cations utilise rule-based solutions due to the
lack of suitable in-domain parallel corpora for
statistical MT (SMT) training, in this paper
we investigate the possibility of applying SMT
where huge amounts of monolingual content
only are available. We describe a case study
where an analysis of a very large amount of
monolingual online trading data from eBay is
conducted by ALS with a view to reducing this
corpus to the most representative sample in or-
der to ensure the widest possible coverage of
the total data set. Furthermore, minimal yet
optimal sets of sentences/words/terms are se-
lected for generation of initial translation units
for future SMT system-building.

1 Introduction

On many occasions clients approach machine trans-
lation (MT) providers knowing that they do not have
parallel data that can be used ‘as is’ to train statis-
tical MT (SMT) engines. The typical approach in
such circumstances is to mine the Web for data that
is as ‘close as possible’ to the specific use-case of the
client that can be used – after cleaning – as parallel
training data (cf. Pecina et al. (2011)).

However, not all clients are the same, and solu-
tions such as the above may not be appropriate in all
cases. Sometimes clients have hundreds of millions
of sentences of monolingual data only, which is al-
ready publicly available. Searching on the Web for

‘similar’ data would be meaningless, as one would
typically pick up that self-same data in a web crawl.

In this paper, we describe the engagement of
the language technology (LT) group at Applied
Language Solutions (ALS) by eBay, the world’s
largest multinational online trading company, to re-
search the feasibility of providing multilingual con-
tent from their monolingual data using MT technolo-
gies in order to facilitate a multilingual cross-border
trading solution for eBay. ALS were provided with
a large sample of eBay’s English data – mostly user-
generated content – with a view to recommending
which parts of that data set were most representative
of the data as a whole, and which could then be set
aside for human translation so as to seed an initial
parallel data set for SMT engine-building.

With the vast amount of data provided by eBay, it
was essential to analyse the content prior to any fur-
ther text processing, given the strong probability of
a large variety of domains and text genres in the data
set as a whole. We describe the corpus in detail in
Section 2, but essentially the data comprised 34 sep-
arate eBay categories, with each separate data item
in each category consisting of 7 fields. We needed
to discover the ‘closeness’ of these categories, to try
to reduce the number of MT engines that we would
recommend be built for eBay. Once we had estab-
lished this, we were required to select the minimum
number of monolingual sentences to create Trans-
lation Units (TUs), which once translated (either (i)
completely by hand, or (ii) via MT seeded with some
manually translated data, followed by post-editing)
could be used to train the engines to translate the re-
mainder of the data, together with any new incoming
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Tag Name Total No. No. Unique Sentence No. Words Vocabulary
Sentences Sentences Duplicates Size

Item Title 1,016,364 1,001,169 1.5% 8,960,683 87,580
Item Subtitle 113,007 24,040 78.73% 772,599 8,042

Item Description 32,193,213 6,194,681 80.76% 437,020,245 277,252
Payment Instructions 1,296,336 142,725 88.99% 17,663,422 14,520

Refund As 741,956 6 100% 1,399,393 13
Return Within 741,956 9 100% 1,483,912 9
Refund Details 1,447,691 108,778 92.49% 24,131,176 12,019

Totals: 37,550,523 7,471,408 491,431,430 399,435

Table 1: Monolingual Data Corpus Statistics

text. In brief, we performed monolingual data anal-
ysis on vocabulary overlap, and monolingual data
clustering to find the optimal yet smallest number of
domains. Finally, we extracted terminology for each
cluster and then used a term-based selection process
to select the optimal TUs for translation so as to pro-
vide SMT training data.

In the following sections, we introduce each of
these tasks and procedures that we taken to solve the
related questions. While all the experiments were
carried out on English data, the methods used are
generic to any language, so it is easily extensible to
other eBay source-language material.

The rest of the paper is organised as follows. Sec-
tion 2 describes the half a billion running words of
mostly user-generated eBay content (in English) that
the LT group in ALS had to deal with, with analysis
performed on several levels. Section 3 describes the
monolingual data clustering methods used by ALS
to come up with the ideal source-side of a parallel
corpus, source-language lexical and terminological
data that post-translation would be optimal for SMT
training that we outline in Section 4. We conclude
in Section 5, and provide ways in which this anal-
ysis may be extended, in terms of other eBay user-
generated data, and/or for languages other than En-
glish, or by using other techniques.

2 Monolingual Data Analysis

The monolingual data provided by eBay has 34 cat-
egories, namely: Antiques, Art, Baby, Books, Busi-
ness & Industrial, Cameras & Photo, Cell Phones &
PDAs, Clothing Shoes & Accessories, Coins & Pa-
per Money, Collectibles, Computers & Networking,

Crafts, Dolls & Bears, DVDs & Movies, Electron-
ics, Entertainment Memorabilia, Everything Else,
Gift Cards & Coupons, Health & Beauty, Home &
Garden, Jewellery & Watches, Music, Musical In-
struments, Pet Supplies, Pottery & Glass, Real Es-
tate, Speciality Services, Sporting Goods, Sports
Memorabilia Cards & Fan Shop, Stamps, Tickets,
Toys & Hobbies, Travel and Video Games.

Each category contains different amounts of
items. Each item contains 7 different fields (labelled
with different tags), namely Item Title, Item Sub-
title, Item Description, Payment Instructions, Re-
fund As, Refund Within and Refund Details. Note
that the vast majority of the data comprises user-
generated content, although the three ‘Refund’ fields
contain a lot of boilerplate material, as we will
demonstrate later.

In the following sections, we firstly describe the
data pre-processing performed, followed by our de-
tailed analysis of the monolingual data, in order to
compute the closeness of the different eBay cate-
gories, and the different fields within each item.

2.1 Data pre-processing
The total size of the original English data was
34.8GB in XML format. The following steps were
performed to pre-process the data:

• Extraction of pure text content by stripping tags
and Javascript. The text of all items was la-
belled with the corresponding category and tag
information for further processing downstream.

• Filtering of non-English material using En-
glish dictionaries, since some of the data con-
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Tag Name Vocabulary Size before Vocabulary Size after
Noise Reduction Noise Reduction

Item Title 87,580 38,352
Item Subtitle 8,042 6,885

Item Description 277,252 71,820
Payment Instructions 14,520 9,518

Refund As 13 13
Return Within 9 9
Refund Details 12,019 8,292

Totals: 399,435 134,889

Table 2: Monolingual Data Corpus Statistics after Noise Reduction

tained characters in German, Chinese, Bulgar-
ian, Ukrainian, Russian, French, Arabic, San-
skrit, Spanish, Greek, Armenian, French, Pol-
ish and Japanese.

• Segmentation of sentences via a set of regu-
lar expressions, and then typical MT corpus
pre-processing including tokenisation and low-
ercasing with the Moses toolkit (Koehn et al.,
2007).

2.2 Corpus statistics
After pre-processing, the statistics on the eBay data
set are provided in Table 1. It is easy to see that
we are dealing with huge data sizes here. From the
initial 34.8GB of data, after cleaning, we see there
are 37.5M sentences, the vast majority (85.7%) in-
cluded in Item Descriptions. With MT as the end-
task in mind, it is clear that this will only be prac-
tical if smaller samples of this overall data set can
be used as training data for the language-pairs of in-
terest to eBay. Things become much more realistic
when we see in the next column that the number of
unique sentences is around 7.5M; that is, 80.2% of
the data is found more than once in the overall data
set. It would have been reasonable to assume that
the Titles, Subtitles and Descriptions are particular
to the Items themselves, while Payment Instructions,
Refund and Return Details are similar for each item.
However, as we can see, even Item Subtitles (78.7%)
and Descriptions (80.8%) contain a huge number of
duplicate sentences. Only the Item Titles themselves
seem to be unique.

Even so, training MT engines with 7.5M
sentence-pairs is non-trivial, but of course here the

data we have is only monolingual. Accordingly, for
MT deployment in eBay to be practical, samples
from this smaller data set still need to be selected.
As we move to words, the figures become even more
staggering, with a total of almost half a billion words
in the set. However, only around 400K (or 0.0008%)
of these words are unique. Many of these are real
names, places, etc., many of which will not need
to be translated, with quite a few typos contained
therein to boot, which can be cleaned up prior to
further processing. Accordingly, we automatically
removed all typos and entries not contained in two
English dictionaries and recalculated the statistics in
Table 1, leading to the new numbers for ‘Vocabulary
Size’ in Table 2.

As can be seen, the removal of the different types
of noise significantly reduces the amount of vocabu-
lary items that need to be handled. Overall, num-
bers decrease by 264,546, or 66%. As expected,
the biggest savings are to be had for Item Descrip-
tions (205,432 words, or 74%), but signifant reduc-
tions are seen for all other major categories: Item
Titles (49228 words, or 56%), Item Subtitles (1157
words, or 14%), Payment Instructions (5002 words,
or 34%), and Refund Details (3727 words, or 31%).

All of the above gives us cause for optimism, as
it is clear that for multinational multilingual com-
panies such as eBay, automation is the only way in
which data sizes of the amounts shown above can be
handled.

2.3 Vocabulary overlap

To investigate the closeness between each of the 34
eBay categories, we calculated the vocabulary over-
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Figure 1: Vocabulary Overlap per tag between different eBay categories

lap across all categories, where the denominator is
the super-set of both dictionaries. Clearly such a
grid contains far too many entries to be inserted in
this paper, so instead we illustrate only the maxi-
mum, minimum and standard derivations between
all one-to-one vocabulary overlaps between each of
the categories. The results are shown in Figure 1,
and separated by different tag names. Note that we
ignored Refund As and Returned Within since they
are trivial to analyse with such a tiny vocabulary
size.

The general observations are as follows:

• Item Titles: in general, vocabulary overlap is
on the low side here, varying from around 11%
(Real Estate ∩ Cell Phones & PDAs) to 64%
(Entertainment Memorabilia ∩ Music). Some
of this may be due to data sparseness, but
more generally may be attributed to the free-
form input in Item Titles. Some categories
tend to show that they have low overlap with
most other categories (e.g. Real Estate, Tick-
ets), while others show relatively high overlaps
across the board (e.g. Collectibles, Crafts, Toys
& Hobbies). Generally speaking, average over-
laps seem to be around 35% for this sub-part of
the data.

• Item Subtitles: as for Titles, vocabulary over-
lap for Item Subtitles is low, on average around
1520%. The range of overlap varies from

less than 1% (Entertainment Memorabilia ∩
Real Estate) to 43% (Electronics ∩ Cameras &
Photo). Some of these very low overlaps are
due to data sparseness, as this field appears to
be optional, so quite low numbers of instances
can be seen in the data. Overlaps are low across
the board for some categories (Real Estate,
Dolls & Bears, Gift Cards & Coupons, Spe-
cialty Services, Sports Memorabilia, Stamps),
while for others they are relatively high, on av-
erage (Cameras & Photo, Computers & Net-
working, Music, Toys & Hobbies).

• Item Descriptions: here, for the sub-part of the
Items that comprises by far the largest amount
of the data, vocabulary overlap varies from
around 35% (Tickets ∩ Books) to 73% (Cam-
eras & Photo ∩ Computers & Networking).
More generally overlaps of around 60% are
seen. Some categories tend to show that they
have low overlap with most other categories
(e.g. Tickets, Real Estate), while others show
relatively high overlaps across the board (such
as Musical Instruments, Home & Garden, Col-
lectibles and Cameras & Photo).

• Payment Instructions: The percentage of vo-
cabulary overlap for this sub-part of the data is
in general very high, with average overlaps of
over 60%. These range from less than 4% (Real
Estate ∩ Pottery) to 68% (Computers & Net-
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working ∩ Cameras & Photo). Again, low av-
erage scores can be seen for certain categories
(Real Estate, Tickets), while others have higher
than average vocabulary overlaps (Toys & Hob-
bies, Computers & Networking).

• Refund Details: Again, the average vocabulary
overlaps for this sub-part of the data are reason-
ably high, around 50% overall. Values range
from 0% (Real Estate ∩ Any other category) to
71% (Cameras & Photo ∩ Electronics). As be-
fore, scores which are on the low side are seen
for certain categories (Specialty Services, Gift
Cards & Coupons), with others having high av-
erage overlaps (Cameras & Photo, Computers
& Networking, Electronics).

In sum, vocabulary overlaps for Item Titles and Item
Subtitles are on the low side, whereas high average
overlaps are seen for Item Descriptions, Payment In-
structions and Refund Details. Given the large over-
laps at sentential level for the latter two sub-parts,
these will need to be translated only once to en-
sure that the vast majority of future cases in these
data fields will be covered and accurately translated.
Where Item Titles and Item Subtitles are concerned,
these will largely be covered by accurate translation
of the termbanks extracted from monolingual data.

Since Item Descriptions comprise by far the
largest portion of the data, the vocabulary overlap
seen there is encouraging when we consider the
training data samples extracted in the next section.
Thus we will focus on Item Descriptions where clus-
tering and data selection is concerned.

3 Monolingual Data Clustering

The aim in this section is to find an optimal num-
ber of MT engines to translate the monolingual data
once eBay’s multilingual cross-border trading solu-
tion goes live. The obvious solutions are either to
use one single generic engine or 34 domain-specific
engines, but these are unlikely to be the best ways
forward for eBay. Accordingly, we employ data
clustering techniques to identify optimal clusters
based on the 34 categories for SMT engine-building.

3.1 Clustering features and algorithms
We used three different features to perform cluster-
ing on the eBay monolingual data, namely:

1. TF-IDF (Spärck Jones, 1972; Salton and
McGill, 1983; Salton et al., 1983; Salton and
Buckley, 1988; Wu et al., 2008),

2. Language Model (LM) Perplexity (Ponte and
Croft, 1998; Song and Croft, 1999; Lv and
Zhai, 2009; Manning et al., 2009; Büttcher et
al., 2010),

3. Dice Coefficient (Dice, 1945; van Rijsbergen,
1979; Kondrak et al., 2003).

The problem we are confronted with here is an
instance of unsupervised learning, where the data
is essentially unstructured, with no annotations to
guide the machine-learning process. In our case, the
chosen algorithm is provided with the data alone,
and has to learn some basic characteristics of that
data via distributional patterns, and in this section,
clustering.

We employed the following two approaches for
clustering:

1. Hierarchical clustering (Press et al., 2007a;
Hastie et al., 2009),

2. K-Means clustering (Kanungo et al., 2002;
Press et al., 2007b).

We tried all combinations of features and algo-
rithms, and our general findings were as follows:

• Different features tend to produce different
clusters,

• Different algorithms tend to produce similar
clusters. However, K-Means with a random
start point tend to produce clusters with small
differences.

Since our aim was to find optimal clusters for MT
engine building, we chose the LM perplexity feature
instead of the other two, because it is closely related
to SMT performance: the lower the LM perplexity,
the better the MT engine’s performance with respect
to translation quality, as has been widely reported
(e.g. (Eck et al., 2004; Foster & Kuhn, 2007)). We
also chose hierarchical clustering as we want the
clustering results to be stable as opposed to changing
over time.
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Specifically, LM perplexity is calculated by divid-
ing the data in each of the categories into indepen-
dent training and testing sections, with random sam-
pling from corresponding items. Language models
are built on the training data, and then both within-
and cross-category LM perplexities are calculated
on the test data. All the perplexity scores are normal-
ized on the in-domain perplexity score, and these are
used for the distance measure of the clustering pro-
cedure in Section 3.3. We do this so that the scores
are comparable across categories; this needs to be
done given the varying amounts of data in each of
the eBay categories. Lest there be any misunder-
standing, this normalization has nothing to do with
the calculation of the perplexity scores per se.

3.2 Optimal number of clusters

For both Hierarchical clustering and K-Means clus-
tering, we need to determine the optimal number of
clusters. For the LM Perplexity feature, average in-
cluster LM Perplexity (PPLavg) is used, as in for-
mula (1):

PPLavg =

∑
i

∑
j,k d(cj ,ck)

Mi

N
(1)

where N is the number of clusters, i is the index for
cluster i, Mi is the number of categories in cluster
i; j and k are the indexes for categories in cluster
i,and cj and ck are categories j and k in cluster i,
d(cj , ck) are the perplexity scores calculated by cj
text with LM model built via random sampling on
ck.

To balance the number of MT systems required
and LM perplexities, the dynamics of this objec-
tive function indicate the benefits of overall LM per-
plexities by increasing/decreasing the total number
of clusters. Accordingly, we select the number of
clusters which has the biggest drop in value of the
objective function.

3.3 Clustering results

The hierarchical clustering results using the LM per-
plexity feature on Item Description data is shown
in Figure 2. Note that different clusters can be ob-
tained with varying distance thresholds. Therefore,
PPLavg in formula (1) is used to determine the op-
timal number of clusters. PPLavg and its dynamics

Figure 3: PPLavg of different number of clusters in Hi-
erarchical Clustering

with respect to the change in number of clusters are
illustrated in Figure 3. The blue curve shows the
average in-cluster LM perplexities (PPLavg), and
the red curve depicts the different changes in cluster
numbers (PPLavg(N − 1) − PPLavg(N) at point
N ).

Figure 3 clearly shows that 4 clusters appears to
be the best trade-off between average LM perplex-
ity and number of clusters, as there is a big drop in
PPLavg from three clusters to four, and results do
not change dramatically thereafter.

Accordingly, the optimal 4 clusters which result
from hierarchical clustering for Item Descriptions
are as follows:

• Cluster 1: “Baby”, “Business Industrial”,
“Cameras Photo”, “Cell Phones PDAs”, “Com-
puters Networking”, “Dolls Bears”, “Electron-
ics”, “Health Beauty”, “Home Garden”, “Mu-
sical Instruments”, “Pet Supplies”, “Sport-
ing Goods”, “Sports Mem Cards Fan Shop”,
“Tickets”, “Toys Hobbies”, “Travel”, “Video
Games”

• Cluster 2: “Antiques”, “Art”, “Books”,
“Clothing Shoes Accessories”, “Coins Pa-
per Money”, “Collectibles”, “Crafts”, “DVDs
Movies”, “Entertainment Memorabilia”, “Ev-
erything Else”, “Jewelry Watches”, “Mu-
sic”, “Pottery Glass”, “Specialty Services”,
“Stamps”
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Figure 2: Tree structure of categories based on Hierarchical Clustering
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• Cluster 3: “Gift Cards Coupons”

• Cluster 4: “Real Estate”

Note that two quite specific categories ‘Gift Cards
& Coupons’ and ‘Real Estate’ end up in separate
clusters of their own. Clearly the text content in
these two categories is quite different from other
categories – as we saw earlier in Section 2.3 – and
should be treated differently with specific MT en-
gines, while all other categories can be handled with
two MT engines with much wider coverage in terms
of domains.

With this 4-cluster information, we are able to se-
lect optimal monolingual sentence sets to seed MT
corpus building, which we describe next.

4 Optimal Data for SMT Training

The results in the previous two sections are applied
to find the optimal data collections for consideration
as the source-side of SMT training data. As in the
previous sections, we focus primarily on the selec-
tion of training data for SMT engines for Item De-
scription data.

The first step is to extract terminology sets for
each of the categories for Item Description data.
TF-IDF is used to select those terms which have
higher values than a given threshold. We select the
threshold heuristically based on the score distribu-
tion, specifically choosing the point at which there
is a significant drop in TF-IDF scores. To be more
precise, we cut off when the number of terms gained
at the current point is no more than X% of the previ-
ously accumulated terms. X is different across cate-
gories, and typically it varies from around 10–20%.

Then a term-based TU selection process is carried
out independently for each cluster. During the selec-
tion process, we plotted the relationship between the
selected words and term/vocabulary coverage. We
then use these statistics to determine the optimal se-
lection point.

We plot the relationship in a graphical representa-
tion as follows:

1. Term coverage: percentage of terms covered,

2. Vocabulary coverage: percentage of vocabulary
entries covered,

Figure 4: Data Selection Statistics for Cluster 1

3. Sentence number coverage: percentage of sen-
tences covered.

Based on the statistics, we selected the optimal TUs
where an increase in the number of words does not
significantly benefit the term coverage. We use a
heuristic threshold of 0.5 (on the log-scale) as the
minimum increase to select the cut-off point to de-
termine the number of words to be selected.

The selection graph of Cluster 1 is shown in Fig-
ure 4; the other three clusters have similar graphs,
and are thus omitted for reasons of space. Actually
the selection process is guided by the red curve in
the Figure, which indicates the percentage of terms
covered by the selected TUs. The optimal threshold
is where term coverage is 91%.

By applying the heuristic threshold for all four
clusters, we finally selected 4 different sets of TUs
for the source-side of SMT training data, collected
together in Table 3.

As Table 3 illustrates, across all 4 clusters for
Item Descriptions, the optimal configuration only re-
quires 2.17M words, which is less than 0.5% of the
total initial set of 437 million words in Table 1.1 Of
these 2.17M words, 91% of the terms and 69% of the
vocabulary are already covered by that data, show-
ing that to obtain full terminology and vocabulary
coverage, just under 4K more terms and 49K extra
vocabulary items need to be translated in addition to

1This estimate is on the optimistic side, as it assumes that the
target language has a comparable vocabulary size to English,
which is not true for many (or most) languages.
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No. Words Term No. Terms Vocab No. Vocab Total Words
Coverage Uncovered Coverage Uncovered

2,176,009 91% 3,959 68.7% 49,022 2,228,990

Table 3: Summary of Optimal TU selection

the source-side sentential data. This reduction in TU
selection massively reduces the amount of data to be
considered during the MT system-building process.

5 Conclusions and Further Work

In this paper, the LT group from ALS, a well-known
translation service provider, analysed a huge sam-
ple of monolingual content sampled from eBay, the
largest multinational online trading company. For 34
different categories with 7 different fields per Item,
we calculated the sentence duplication and vocabu-
lary overlaps to show that for most of the data, MT
can be a suitable solution for content localisation
where training data does not exist a priori. We then
obtained the optimal number of clusters via mono-
lingual data clustering, and then selected optimal
sentences/words/terms that can be used to create an
initial parallel corpus to train SMT engines for each
cluster. Compared with the original huge data size,
we demonstrated that only a very small amount of
the total words need to be translated in the optimal
training corpus to ensure maximum coverage.

What is absolutely certain is that for multinational
companies like eBay who are interested in a multi-
lingual solution, automation is key; handling data
sizes of the magnitude that ALS had to deal with in
this paper would be unthinkable by humans alone.

As far as extensions to this work are concerned,
similar analysis could be performed for source lan-
guages other than English, since all of the techniques
applied to the eBay English data can be easily ex-
tended to other languages with only small modifi-
cations. Meanwhile, further eBay user-generated
content, such as buyer-seller interactions, and re-
view guides and catalogue information are interest-
ing data for further analysis.

In addition, we would like to see how cross-
lingual information retrieval techniques (e.g.
(Snover et al., 2008)) to automatically select parallel
data compare to our method. Furthermore, given the
similarity of the use-case described here to patent

translation, approaches to domain-adaptation (e.g.
(Banerjee et al., 2011)) or multi-task learning for
patent translation (e.g. (Tinsley et al., 2010; Ceausu
et al., 2011; Wäschle & Riezler, 2012) might be
applicable to the e-commerce domain.

We are also interested in deeper levels of analy-
sis arising from the study carried out in this paper.
For example, we could have used the three clustering
metrics together to seek further corroboration of the
clusters that we ended up with, or used other tech-
niques altogether (cf. (Mandal et al., 2008; Biçici &
Yuret, 2011)). Finally, of course, the next stage is
to build, apply, and evaluate the SMT engines con-
structed on the basis of the recommendations pro-
vided here on new, unseen eBay data, and compare
the results of other method against these other pos-
sible approaches.
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Abstract

String comparison methods such as BLEU (Pa-
pineni et al., 2002) are the de facto standard
in MT evaluation (MTE) and in MT system
parameter tuning (Och, 2003). It is diffi-
cult for these metrics to recognize legitimate
lexical and grammatical paraphrases, which
is important for MT system tuning (Mad-
nani, 2010). We present two methods to
address this: a shallow lexical substitution
technique and a grammar-driven paraphras-
ing technique. Grammatically precise para-
phrasing is novel in the context of MTE, and
demonstrating its usefulness is a key contri-
bution of this paper. We use these tech-
niques to paraphrase a single reference, which,
when used for parameter tuning, leads to su-
perior translation performance over baselines
that use only human-authored references.

1 Introduction

Because of their speed, simplicity and portability,
string comparison methods such as BLEU (Papineni
et al., 2002) have become the de facto standard in au-
tomatic MTE, as well as in parameter tuning regimes
that make heavy use of evaluation, such as MERT
(Och, 2003). Although BLEU can be effective for
measuring system-level differences among similar
systems (Papineni et al., 2002), the surface nature
of BLEU’s string comparisons makes it difficult to
recognize legitimate morphological, syntactic, lexi-
cal and paraphrase variation (Callison-Burch et al.,
2006), and such recognition is important for MT tun-
ing (Madnani, 2010). One way to address this is-
sue is to to devise extensions to BLEU (Zhou et al.,

2006) or to develop new string-based metrics that
account for paraphrase and lexical synonymy such
as Meteor (Denkowski and Lavie, 2011). Another
way is to pad the reference set automatically with
paraphrases of the original references (Owczarzak
et al., 2006), possibly also doing so in a way that
targets each hypothesis under evaluation (Madnani,
2010). The approach described here draws inspi-
ration from both of these tactics, and uses the Me-
teor metric and a large corpus of n-grams to extend
a reference set in a way that is targeted to the out-
put of a baseline system (Section 2). In addition,
we generate word-order variants of both the origi-
nal and the lexically paraphrased references by us-
ing a high-precision, grammar-driven parsing and
realization system (Section 3). The use of sentence-
level paraphrase (Madnani, 2010) — or a rough-and-
ready approximations to it (Dyer et al., 2011) — is
not new to MTE or parameter tuning. Using deep,
grammatically-driven paraphrase, however, is novel
in the context of MTE, and demonstrating its use-
fulness for parameter tuning is a key contribution of
this paper.

Targeted lexical substitutions produce reference
translations that are more likely reachable and fo-
cused (relevant) w.r.t. a particular translation system
being tuned, while grammatical paraphrase helps
ensure correctness. These are three qualities that
Madnani (2010) has argued are important for MT
parameter tuning. In a MERT tuning scenario, we
find that both paraphrase methods (lexical and gram-
matical) lead to improved translation results on two
held-out validation sets.
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2 A Simple Method for Targeted Lexical
Paraphrase

Arguably, metrics such as Meteor, which have high
correlation to human judgments (Owczarzak, 2008;
Denkowski and Lavie, 2011), should be incorpo-
rated into system building pipelines. But BLEU is
often the metric of evaluation in cross-system com-
parisons and hence is usually optimized.1 The tech-
nique presented here allows Meteor’s lexical knowl-
edge to be injected into the reference set, and there-
fore into a BLEU-based tuning regime.

Meteor (Denkowski and Lavie, 2011) aligns hy-
potheses with their references in a greedy multi-
stage process that matches with word forms, then
stems, then lexical synonyms, then automati-
cally derived, multiword paraphrases (Bannard and
Callison-Burch, 2005). This process is primarily in-
tended to be used directly for evaluation, but it can
also be used for other purposes. For example, a
targeted paraphrase of one string can be created by
substituting into it some of the aligned words from
the other string. In this way a reference translation
can be modified to target MT system outputs, and
thereby extend the reference set in a way that is rel-
evant for retuning that system, as in Figure 1.

Figure 1 depicts a correct paraphrase, but noth-
ing is preventing ungrammatical substitutions such
as “...have been form election alliances”. To address
this concern, we follow Chang and Clark (2010)
and only permit substitutions that overlap with their
context in a way that forms n-grams that were ob-
served in the large corpus of n-grams (or in the orig-
inal reference). As an example, picking a setting of
n=2, this filter would only allow the substitution of
‘the parties’ for the original phrase ‘these parties’
if the edge bigrams ‘all the’ and ‘parties have’ oc-
cur in either the n-gram corpus or the original refer-
ences. Note that not filtering with n-grams is similar
to Owczarzak et al.’s (2006) method, where para-
phrases were mined from the reference set.

Chang and Clark (2010) use the Google n-gram
corpus (Brants and Franz, 2006), and they find that
a value of n=2 performs best, with an F-measure of
76%. We follow their lead here. They also employ a
second, parser-based filter in order to raise the preci-

1Och (2003) showed empirically that the metric used for
tuning was the one that systems performed best on at test.

sion of their paraphrase substitutions. We do not use
this second filter, as it was not designed to address
multiple substitutions in the same sentence.

3 Precise, Grammatically-Driven, Deep
Paraphrasing with OpenCCG

In addition to lexical and multiword paraphrases,
string-based MTE metrics also struggle to account
for grammatically licensed word-order variation. To
enumerate grammatically licensed paraphrases of a
reference, we use OpenCCG, an open-source pars-
ing and realization system.2 OpenCCG features a
symbolic-statistical chart parser and surface real-
izer (White and Rajkumar, 2012). The OpenCCG
parser consumes strings and produces semantic de-
pendency graphs (White, 2006), which abstract
away from the order of the string. The realizer
consumes these graphs and enumerates string real-
izations that cover all nodes in the graph subject
to the grammatical constraints of the CCG syntax.
When the parser and realizer are chained end-to-end,
OpenCCG becomes a precise, grammatically-driven
paraphrase system. As an example, consider the ref-
erence The minister did not however name any as-
sociated agency, which OpenCCG paraphrases as
The minister, however, did not name any associ-
ated agency. This provides a better (uncased) match
to one system’s output during tuning: the minister
said , however , did not name any assistant organi-
zation. We apply this method both to the original
references and to those that have been paraphrased
by the method in Section 2.

4 Improved Parameter Optimization in
Phrase-Based MT

We use both paraphrase methods described above to
test the effects of paraphrasing on MT tuning per-
formance in an Urdu-English translation task. We
train phrase-based systems using the Moses toolkit
(Koehn et al., 2007). All systems use “hierarchical”
lexicalized reordering (Galley and Manning, 2008)
and a large distortion limit of 15 to account for the
differences in Urdu and English word order. We
tune system parameters using MERT with BLEU as
the tuning metric. For each experimental condition,
we run MERT three times and test for significance

2http://openccg.sourceforge.net
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(ref.) He said that all these parties have been making electoral alliances .

(hyp.) He said all of the parties form the election alliance .

⇓
(paraphrase) He said that all the parties have been making election alliances .

Figure 1: Top: Meteor’s (v. 1.3) multi-stage alignment using exact matches (solid line), Porter stemming (dashed
line), WordNet synonymy (dotted line) and paraphrases (solid outline). Bottom: A potential paraphrase.

using Clark et al.’s (2011) method, which helps to
control for MERT’s inherent instability. Our trans-
lation data is the OpenMT Urdu-English training set,
which was chosen because its corresponding evalu-
ation reference sets have four references per source
segment, allowing a direct comparison with multi-
ple human-authored references. For development
tuning and testing, we split the OpenMT-08 evalu-
ation data [LDC2010T21] into two balanced halves
of ≈900 segments each. For further test data, we
use the whole of the OpenMT-09 evaluation data
[LDC2010T23], which has 1,792 segments. Results
are computed on the evaluation sets using all four
original, human-authored references (i.e., with no
paraphrase). All that varies between conditions is
the reference sets that are used for tuning.

We tune using the following conditions:3

BASELINE-4: 4 human-authored references.
BASELINE-1: 1 “BLEU-best”, human-authored

reference (see below).
PARASUBS2G: BASELINE-1 + substitutions via

the method in Section 2 (with bigram filter).
PARASUBSNOFILT: Like PARASUBS2G, but

without the bigram filter.
REVR: BASELINE-1 + 2-best reverse realizations

of it (distinct from the original) via the method
from Section 3.

PARASUBS2GREVR: BASELINE-1 + paraphrase
substitutions (with bigram filter) + 2-best re-
verse realizations thereof.

PARASUBSNOFILTREVR: Like PARASUBS2G-
REVR, but without the bigram filter.

3Note that it may be possible to obtain further gains by using
additional n-best realizations.

The second, “BLEU-best” condition is obtained by
selecting, for each segment in the development tun-
ing set, the single reference that has the highest
BLEU score w.r.t. the other references that are dis-
tinct from it. This approximates picking the refer-
ence that is “best” w.r.t. the other references with-
out rewarding exact duplicates. Table 1 lists tuned
system results. As expected, adding lexical para-
phrases using the method from Section 2 improves
both BLEU and Meteor performance. What was un-
expected is that not applying the bigram filter leads
to higher scores than applying it does. This may be
because, in addition to filtering out incorrect lexi-
cal substitutions, the bigram filter also blocks cor-
rect substitutions, when their edge bigrams are not
found in the Google n-grams. Also unexpected was
that the “BLEU-best” single reference case and the
cases where it was paraphrased were superior to the
multi-reference condition, in contrast to what Mad-
nani (2010) found in a four reference scenario for
Chinese-English translation. This might be due to
our method of choosing a single reference, or to
a peculiarity of the Urdu-English data set. Nev-
ertheless, the combination of Meteor-driven lexical
substitution and OpenCCG parsing and realization
achieved high Meteor scores and the highest BLEU

scores in all cases. Because BLEU has been found
to be sensitive to translation fluency (Owczarzak,
2008), we speculate that the higher BLEU scores
may indicate that the grammatical paraphrase tuning
method is improving the fluency of the output.

5 Conclusion

We have shown how to extend a set of reference
translations using lexical and multiword paraphrase
substitution, grammatically licensed reordering, or a
combination of the two. All of these techniques lead
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DEVTEST OPENMT 2009 EVAL
BLEU↑ Meteor↑ BLEU↑ Meteor↑

BASELINE-4 26.5 28.1 30.9 29.9
BASELINE-1 26.6 28.5* 31.1 30.3*

PARASUBS2G 26.6 28.7* 31.1 30.4*
PARASUBSNOFILT 26.8 28.8* 31.7* 30.7*

REVR 26.8 28.7* 31.8* 30.5*
PARASUBSNOFILTREVR 26.9* 28.7* 32.1* 30.5*

PARASUBS2GREVR 27.4* 28.8* 32.0* 30.5*

Table 1: Uncased BLEU and Meteor scores on the Urdu-English validation sets. Results significantly better than
Baseline-4 (p ≤ 0.05) have a ‘*’, and the highest scores are boldfaced. See above for abbreviations.

to improved MT parameter tuning, as compared to
using only human-authored translations. In future
work, we plan to extend these results to other lan-
guage pairs and to measure correlations to human
judgments.
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Abstract

We have developed a two-stage machine trans-
lation (MT) system. The first stage consists
of an automatically created pattern-based ma-
chine translation system (PBMT), and the sec-
ond stage consists of a standard phrase-based
statistical machine translation (SMT) system.
We studied for the Japanese-English simple
sentence task.

First, we obtained English sentences from
Japanese sentences using an automatically
created Japanese-English pattern-based ma-
chine translation. We call the English sen-
tences obtained in this way as “English”. Sec-
ond, we applied a standard SMT (Moses) to
the results. This means that we translated
the “English” sentences into English by SMT.
We also conducted ABX tests(Clark, 1982)
to compare the outputs by the standard SMT
(Moses) with those by the proposed system for
100 sentences.

The experimental results indicated that 30 sen-
tences output by the proposed system were
evaluated as being better than those outputs
by the standard SMT system, whereas 9 sen-
tences output by the standard SMT system
were thought to be better than those outputs
by the proposed system. This means that our
proposed system functioned effectively in the
Japanese-English simple sentence task.

1 Introduction

Machine translation (MT) systems have been exten-
sively studied, and there are now three generations
of this technology. The first generation consists of

rule-based MT (RBMT) systems. A pattern-based
MT (PBMT) system is a kind of RBMT system. The
second generation consists of example-based ma-
chine translation systems, and the third generation
consists of statistical machine translation (SMT)
systems, which have become very popular. Many
versions of SMT systems have been introduced. An
early SMT system was based on word-based models
(IBM 1 ∼ 5(Brown et al., 1993)). Recent statistical
MT systems have usually used phrase-based models.

However, some problems arise with phrase-based
SMT. One problem is the language model. Gen-
erally, an N -gram model is used as the language
model. However, this kind of model includes only
local language information and does not include
grammatical information. To solve this problem, we
developed a two-stage MT system. The first stage
consists of an automatically created PBMT system,
and the second stage consists of a standard SMT sys-
tem.

For Japanese-English translation, the first stage
consists of Japanese-English PBMT. In this stage,
we obtain “English” sentences from Japanese sen-
tences. Our aim is to produce grammatically correct
“English” sentences. However, these “English”
sentences sometimes have low levels of fluency be-
cause they were obtained using an automatically cre-
ated PBMT. In the second stage, we use a standard
SMT system. This stage involves “English” to En-
glish machine translation. With this stage, our aim
is to revise the outputs of the first stage in order to
improve fluency.

We developed a PBMT system for the first stage
using “train-model.perl”(Koehn et al., 2007). We
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also developed a standard SMT system for the sec-
ond stage using general SMT tools such as “Moses”
(Koehn et al., 2007). We used these data and tools
to translate Japanese-English simple sentences.

We obtained a Bilingual Evaluation Understudy
(BLEU) score(Papineni et al., 2002) of 0.1821 with
our proposed system. In contrast, we obtained a
BLEU score of 0.2218 in the Japanese-English sim-
ple sentences using a standard SMT system (Moses).
This means that the proposed system was not effec-
tive for automatic evaluation in the Japanese-English
simple sentence task.

However, we conducted ABX tests(Clark, 1982)
to compare the output of the standard SMT system
(Moses) and the output of the proposed system for
100 sentences. The results indicated that 30 sen-
tences of the proposed system were thought to be
better than those of the standard SMT system, and 9
sentences of the standard SMT system were thought
to be better than those of the proposed system. This
means that our proposed system was effective in the
Japanese-English simple sentence task for human
evaluation.

2 Concept of Two-Stage Machine
Translation

One problem with phrase-based statistical machine
translation is the language model. Generally, an N -
gram model is used as the language model. How-
ever, this model includes only local language infor-
mation and does not include grammatical informa-
tion. We studied hierarchical phrase-based statisti-
cal machine translation (HSMT) (Li et al., 2009) as
a way to include grammatical information. How-
ever, HSMT analysis is similar to that of context-
free grammars (CFG). We believe that such anal-
ysis complicates statistical machine translation by
adding too many parameters. Therefore, it is un-
reliable and does not perform well, especially for
the small amount of training data. On the contrary,
PBMT is well known and has been extensively stud-
ied. Normally, PBMT is simple and has few param-
eters compared to CFG-based MT, and the output of
PBMT contains grammatical information. However,
there is a trade-off between the coverage of input
sentences and the translation quality in the PBMT
results. If we obtain good translation quality, then

the coverage of RBMT for input sentences is low in
the translation. If we obtain high coverage for input
sentences, the translation quality is low.

We propose a two-stage MT system to overcome
these problems. We developed a PBMT system for
the first stage. This PBMT system had low cover-
age and high quality. When Japanese sentences were
translated using this system, the quality of the out-
put was good, and the outputs contained grammati-
cal information. When not using the PBMT system
to translate Japanese sentences, we used a standard
SMT system. Therefore, we can obtain good quality
from the entire system. Also, PBMT systems are
usually created manually, which results in a huge
labor cost. Therefore, we developed an automat-
ically created PBMT system. However, this auto-
matic PBMT output sometimes had less fluency, so
we added SMT after PBMT to improve the fluency.
In this system, we used PBMT in the pre-processing
stage of SMT.

3 Related Work

Two-stage MT systems have been proposed before
(Xu and Seneff, 2008), (Ehara, 2007), (Dugast et al.,
2007), (Simar et al., 2007). L. Dugast, et al. (Dugast
et al., 2007) and M. Simard, et al. (Simar et al.,
2007) applied SYSTRAN and SMT for Japanese-
English translation. Their concept was to use SMT
as a post-process for SYSTRAN. The results of
these studies indicated that these systems are more
effective than using SYSTRAN or SMT alone. In
M. Simard’s research (Simar et al., 2007), the BLEU
score was 0.2598 for SMT and 0.2880 for SYS-
TRAN + SMT in English-Japanese translation, and
0.2517 for SMT and 0.2679 for SYSTRAN + SMT
in Japanese-English translation. Ehara(Ehara, 2007)
reported on the same system for Japanese-English
translation of a patent task. The BLEU score was
0.2821 for SMT and 0.2921 for RBMT + SMT.
Ehara’s RBMT system was a commercial Japanese-
English system. For these systems, SMT was used in
the post-process for RBMT, which means that SMT
was used as a means of language adaptation. Also,
these RBMT systems were created by hand, so they
were expensive to build.
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4 Pattern-Based Machine Translation

We developed an automatically created Japanese-
English pattern-based machine translation system
using “train-model.perl” (Koehn et al., 2007). Our
system is divided into two processes. One is a
process to form Japanese-English patterns, and the
other is a decoding process. The details of these two
processes are described below.

4.1 Japanese-English Patterns
We developed the following process for forming
Japanese-English patterns.

1. Parallel Japanese-English Corpus

We prepare Japanese-English parallel sen-
tences for training. Example sentences are
listed in Table 1.

Table 1: Parallel Japanese-English Corpus

Japanese sentence 信号は赤だ.
English sentence The light was red.

2. Japanese-English Phrase Table

We construct a Japanese-English phrase table
using train-model.perl (Koehn et al., 2007). An
example Japanese-English phrase table is given
in Table 2.

Table 2: Example of Japanese-English Phrase Table

Ex.1 信号 |||The light |||0.5 0.07 0.5 0.2
Ex.2 信号は |||lights |||0.01 0.06 0.03 0.04
Ex.3 赤 |||red |||0.2 0.1 0.2 0.3
Ex.4 赤だ |||red |||0.3 0.2 0.2 0.2

3. Japanese-English High Probability Phrase Ta-
ble

We deleted the low-probability Japanese-
English phrase table (Table 2), in which the
threshold was 0.1. We call the resulting table a
Japanese-English high-probability phrase table
(HPPT). An example of an HPPT is presented
in Table 3.

Table 3: Example of Japanese-English High Probability
Phrase Table

Ex.1 信号 |||The light |||0.5 0.07 0.5 0.2
Ex.3 赤 |||red |||0.2 0.1 0.2 0.3
Ex.3 赤だ |||red |||0.3 0.2 0.2 0.2

4. Japanese-English Patterns

We used Japanese-English parallel sentences
(Table 1) and the Japanese-English HPPT (Ta-
ble 3) to form Japanese-English patterns. Note
that all possible Japanese-English patterns were
generated. Therefore, one or more Japanese-
English patterns were generated from one
Japanese-English parallel sentence. Example
Japanese-English patterns are listed in Table 4.

Table 4: Japanese-English Patterns

Ex.1 Japanese pattern X1は X2だ．
English pattern X1 was X2 .

Ex.2 Japanese pattern X1は X2．
English pattern X1 was X2 .

Figure 1 shows a flowchart for forming Japanese-
English patterns.

Figure 1: Formation of Japanese-English Patterns
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4.2 Decoding Pattern
The decoding process is as follows.

1. Input Japanese Sentences

We prepare input Japanese sentences. An ex-
ample sentence is given in Table 5.

Table 5: Japanese Sentence

郵便局はどこに有りますか？

2. Search Japanese Pattern and Output English
Pattern

We search for a Japanese pattern that is
matched with the input Japanese sentence us-
ing Japanese patterns and the HPPT (section
4.1). Then we obtain English patterns. Ex-
ample Japanese-English patterns are listed in
Table 6. Also, an example Japanese-English
HPPT is shown in Table 7.

Table 6: Japanese-English Patterns

Ex.1 Japanese X1 X2はどこに有りますか？
Pattern
English Where’s the X2 X1 ?
Pattern

Ex.2 Japanese X2はどこに有りますか？
Pattern
English Where is a X2 ?
Pattern

Table 7: Japanese-English High-Probability Phrase Table

Ex.1 局 |||post |||0.5 0.07 0.5 0.21
Ex.2 郵便 |||postal |||0.4 0.031 0.2 0.11
Ex.3 郵便局 |||postal service |||0.1 0.07 0.1 0.01

3. Generate English Sentences

We generate English sentences using the
English pattern and Japanese-English High-

Probability phrase tables. Note that all possi-
ble English sentences are generated. Therefore,
multiple English sentences are generated from
an input Japanese sentence. Example English
sentences are listed in Table 8.

Table 8: Generated English Sentences

Ex.1 Where’s the post office ?
Ex.2 Where is a post station ?

4. Select English Sentence.

We select one English sentence from the multi-
ple generated English sentences using 3-gram.
We used the n-gram-count in the Stanford
Research Institute Language Model (SRILM)
toolkit (Stolcke, 2002) and used “-ukndiscount
-interpolate” as the smoothing parameter.

An example of an English sentence that might
be selected is shown in Table 9.

Table 9: Select English Sentence

Where is a post station ?

Figure 2: Decoding of Pattern-Based Machine Transla-
tion

Figure 2 shows the process of decoding English
sentences for PBMT. We refer to the output of
the proposed pattern-based machine translation as
“English” sentences.
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5 Overview of Proposed Machine
Translation System for Training

The training model of our proposed machine trans-
lation system has three parts. The first process
involves constructing an “English”-English phrase
table, the second process involves constructing a
Japanese-English phrase table, and the third part in-
volves constructing a language model (N -gram).

5.1 “English”-English phrase table
“English”-English phrase tables are constructed as
follows.

1. Parallel Corpus

We prepare a Japanese-English parallel corpus.

2. Pattern-Based Machine Translation

We use Japanese-English PBMT. Thus, we ob-
tain “English” sentences from Japanese sen-
tences. These “English” sentences are pairs of
English sentences.

3. “English”-English phrase tables

We construct “English”-English phrase ta-
bles using Giza++ (Och and Ney, 2003) and
train-model.perl (Koehn et al., 2007) from
the “English” sentences (outputs of Japanese-
English PBMT) and English sentences (from
the parallel corpus).

Figure 3 is a flow chart that shows how
“English”-English phrase tables are constructed.

Figure 3: Flowchart for constructing “English”-English
Phrase Tables

5.2 Japanese-English Phrase Table

We construct a Japanese-English phrase table using
Giza++ (Och and Ney, 2003) and train-model.perl
(Koehn et al., 2007) using the Japanese-English par-
allel corpus. Figure 4 shows a flow chart for con-
structing Japanese-English phrase tables.

Figure 4: Flowchart for Constructing Japanese-English
Phrase Tables

5.3 Language Model (N -gram).

We calculated the 5-gram model using the n-gram-
count in the SRILM toolkit (Stolcke, 2002) and used
“-ukndiscount -interpolate” as the smoothing param-
eter.

6 Overview of Proposed Machine
Translation System for Decoding

The decoding process is as follows.

1. Test Corpus

We prepare Japanese test sentences.

2. Pattern-Based Machine Translation

We use a Japanese-English Pattern-Based Ma-
chine Translation. If an input Japanese sen-
tence matches the Japanese patterns, we can
obtain a translated “English” test sentence.

3. “English”-English Statistical Machine Trans-
lation

Using an “English”-English phrase table, N -
gram model, and Moses (Koehn et al., 2007),
we decode the “English” test sentence. This
involves “English”-English translation, result-
ing in an English sentence.
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Figure 5: Flowchart of Decoding Process

4. Japanese-English Statistical Machine Transla-
tion System

If an input Japanese sentence does not match
the Japanese patterns, we conduct a stan-
dard Japanese-English SMT using a Japanese-
English phrase table and N -gram model to ob-
tain an English sentence.

Figure 5 shows a flowchart of the decoding pro-
cess.

7 Experiments with our Machine
Translation System

7.1 Japanese-English Simple Sentence Task

We collected a large number of Japanese-English
parallel sentences from many electronic me-
dia sources. Then we selected simple sen-
tences from these Japanese-English parallel sen-
tences(Murakami et al., 2007). We used these
Japanese-English simple sentences for training and
development and test data.

Also we formed these sentences as follows. We
used the English punctuation system, which means
we changed “,” and “.” to “ ” and “ ’̇’. And, we did
not take into account English case forms. Also, we
used Chasen (Asahara and Matsumoto, 2000) as the
Japanese morphological analyzer.

7.2 Data Sets
1. Training Data

A total of 100,000 Japanese-English simple
sentences were used for training data.

2. Development Data

We used 3,000 sentences for development data
for Japanese-English SMT. Of these 3,000 sen-
tences, 375 matched the Japanese-English pat-
terns. We therefore obtained 375 “English”
sentences for the results. These 375 “English”
sentences were used as development data for
the “English”-English translation.

3. Test Data
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We used 10,000 Japanese-English simple sen-
tences as test sentences.

7.3 “English”-English Phrase Tables

For the second stage, we constructed an “English”-
English phrase table using Giza++ (Och and Ney,
2003) and “train-model.perl”(Koehn et al., 2007).
We set default values for the parameters. Also,
60,000 of the 100,000 training sentences matched
the Japanese-English patterns. Thus, we used these
60,000“English” sentences to make an “English”-
English phrase table.

7.4 N -gram Language Model

We built an N -gram language model using 100,000
sentences.

7.5 Decoder

We used “Moses”(Koehn et al., 2007) as a decoder.
We also used parameter tuning (MERT) and reorder-
ing models. Note that in Japanese-English transla-
tion, the position of the verb is sometimes signifi-
cantly changed from its original position. Thus, we
used the unlimited word reordering for a standard
SMT. So, we set the “distortion-limit” set to “-1”
for a standard SMT. However, our system consists
of two-stage machine translation, and the output of
the first stage is “English”. Consequently, word po-
sitions did not dramatically change. Therefore, we
set the “distortion-limit” to “6” for the second-stage
SMT for our system.

8 Results of our Machine Translation

8.1 Examples of output sentences

Table 10 lists example sentences from our pro-
posed system for the Japanese-English simple sen-
tences. These example sentences are matched with
the Japanese-English patterns. In this table, “In-
put” indicates the input Japanese sentence, “Pro-
posed” indicates the output of our proposed system
(PBMT+SMT), “Reference” indicates a correct sen-
tence, and “Moses” indicates the output of a stan-
dard SMT.

Table 10: Example Outputs for Japanese-English simple
sentences

Input 土手が切れた。
Proposed We are out of dikes .
Reference The bank gave way .
Moses The bank broke .
Input この薬は歯痛に効く。
Proposed This medicine for A toothache .
Reference This medicine helps a toothache .
Moses This medicine acts on the toothache .
Input 火は台所から出た。
Proposed The fire started in the kitchen .
Reference The fire started in the kitchen .
Moses The fire started in the kitchen .
Input 内閣がつぶれる。
Proposed The Cabinet collapses .
Reference The cabinet is dissolved .
Moses The Cabinet goes bankrupt .
Input 彼女はフランスへ行った。
Proposed She went to France .
Reference She went over to France .
Moses She went to France .

8.2 Automatic Evaluations
We used 10,000 test sentences in this experiment.
Among these 10,000 sentences, 1,143 sentences
matched the Japanese-English patterns. The results
of “English”-English translation revealed that 725
out of the 1,143 sentences were different compared
to the standard SMT system (Moses). The other
8,857 sentences (10,000 - 1,143) did not match the
Japanese-English pattern.

We used the BLEU (Papineni et al., 2002) and
NIST (NIST, 2003) and METEOR (Banerjee and
Lavie, 2005) for evaluation tools. Table 11 summa-
rizes the automatic evaluation results of our machine
translation evaluation for the Japanese-English sim-
ple sentences. This table shows the results of 1,143
sentences that were matched with the Japanese-
English patterns. “Proposed” indicates our pro-
posed system (PBMT+SMT), and “Moses” indi-
cates a standard SMT system.

We obtained a BLEU score of 0.1821 in the
Japanese-English simple sentences using our pro-
posed system. In contrast, we obtained a BLEU
score of 0.2218 in the Japanese-English simple sen-
tences using the standard SMT system (Moses).
This means that our proposed system was not effec-
tive for automatic evaluation in the Japanese-English
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simple sentences.

Table 11: Experimental Results (1,143 sentence)
BLEU NIST METEOR

Proposed 0.1821 4.817 0.4426
Moses 0.2218 5.239 0.4363

Table 12 shows the all test sentences(10,000 sen-
tences). The 1,143 sentences were translated with
the proposed method. The rest of 8,857 sen-
tences were translated with the standard SMT sys-
tem (Moses).

Table 12: Experimental Results (10,000 sentence)
BLEU NIST METEOR

Proposed 0.1101 4.4511 0.3175
Moses 0.1130 4.5131 0.3160

8.3 Human evaluation

We conducted an ABX test(Clark, 1982), which is
a human evaluation method, in order to compare
the outputs by the proposed method with those by
Moses.

8.3.1 Evaluation Criteria
We organized the outputs into four categories ac-

cording to the following evaluation criteria. Also,
we converted unknown words into the “romaji”
characters.

1. Proposed > Moses

This refers to the case when the output of the
proposed method was better than that of Moses.
Example sentences are listed in Table 13.

Table 13: Example of “Proposed > Moses”

Input 私は彼女に結婚を申し込んだ。
Proposed I made a proposal of marriage to her .
Reference I proposed to her .
Moses I He asked her for her hand .
Input 彼女は５人の子供を育てた。
Proposed She brought up five children .
Reference She has brought up five children .
Moses She is five children .

2. Proposed < Moses

This is the case when the output of Moses was
better than that of the proposed method. Exam-
ple sentences are listed in Table 14.

Table 14: Example of “Proposed < Moses”

Input 仕事は山場に入った。
Proposed work went into the labor-management .
Reference Work has reached the critical point .
Moses The work is appear to have entered the

final stage .
Input 農園は道路に接している。
Proposed The farm is roads are .
Reference The farm abuts on the road .
Moses Farm adjoins the road .

3. Proposed ≈ Moses

In this case, the output of the proposed method
is the same quality as those by Moses. Example
sentences are listed in Table 15.

Table 15: Example of “Proposed ≈ Moses”

Input 豊作になりそうだ。
Proposed It looks like rejoicing .
Reference The harvest looks promising .
Moses Hopes looks like .
Input 彼によろしくお伝えください。
Proposed Please send him my best wishes .
Reference Give him my good wishes .
Moses Please give my best regards to him .

4. Proposed = Moses

This refers to when the output of the proposed
method and the output of Moses were exactly
the same. Examples of such sentences are listed
in Table 16.

Table 16: Example of “Proposed = Moses”

Input 彼は故郷を恋しがっている。
Proposed He is homesick .
Reference He is sick for home .
Moses He is homesick .

8.3.2 Results of Human Evaluation
We randomly selected 100 sentences from the

1,143 output sentences that were matched with the
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Japanese-English patterns. Then we evaluated these
100 sentences. The results are listed in Table 17.

Table 17: Results of Human Evaluation

Proposed > Moses 30 / 100
Proposed < Moses 9 / 100
Proposed ≈ Moses 50 / 100
Proposed = Moses 11 / 100

As the table indicates, the proposed method
achieved better evaluation than Moses. The p-value
was exceeded for 0.95. This means that the proposed
method is effective for human evaluation.

9 Discussion

9.1 Analysis of Our Proposed System

Our aim with this system is to reduce the number
of ungrammatical sentences produced in machine
translation systems. Thus, we analyzed the outputs
based on this factor. We compared the output of
Moses and the output of our proposed system. And
we found that the output of our proposed system af-
fected the output of PBMT, that our system produces
more grammatically correct sentences compared to a
standard SMT.

9.2 Comparison with Hierarchical
phrase-based MT

The pattern acquisition process in the proposed
method was similar to the rule extraction of hier-
archical statistical phrase-based MT (HSMT). Only,
the confident rules are extracted in the proposed
method. The reason are discussed follows.

Hierarchical SMT (HSMT) is similar to statistic
CFG decoder. So, the number of HSMT parame-
ters is very large. However the number of training
data was limited. As the results, they are unreli-
able and does not perform well, especially for the
small amount of training data. Contrast, the pro-
posed method is pattern based. Pattern based ap-
proach is similar to network grammar. And it has
little parameters compared CFG. So we might ob-
tained these parameters with high reliability.

Also, HSMT has the problem of limiting reorder-
ing. The number of spans that are filled during
chart decoding is quadratic with respect to sentence

length. Hence, it gets worse according as the sen-
tence length increases.

The number of spans that are combined into a
span grows linear with sentence length for binary
rules, quadratic for trinary rules, and so on. In
short, long sentences become a problem. To solved
this problem, the size of internal spans has a maxi-
mum number. Reordering is limited in hierarchical
phrase-based models and should limit reordering for
the same reason. On the other hand, the proposed
method does not face with such problems because
it used patterns. In this reason, we studied the pro-
posed method.

9.3 Improved Pattern Based Statistical
Machine Translation

There are many things to improve in PBMT. For ex-
ample, there is a trade-off between the coverage of
input sentences and the translation quality in PBMT.
When we made the “high probability phrase table”,
we set the threshold to 0.1. This was a completely
heuristic value. If this value sets low, we obtained
many word pairs and many patters. However the re-
liability of these value was decrease. So we must cut
and try this value.

Moreover, there were many bugs in our system.
There were 10,000 test sentences in this experiment.
Of these 10,000 sentences, 1,143 sentences matched
the Japanese-English patterns. We think this num-
ber is small for our experience. One possible cause
is that we might not have obtained all the possible
Japanese-English patterns. We will work on improv-
ing the performance of our pattern-based MT sys-
tem.

10 Conclusion

We developed a two-stage MT system. The first
stage consists of an automatically created pattern-
based machine translation system. The second stage
consists of an phrase-based SMT system. Our goal
with this system is to obtain fewer ungrammatical
sentences. We performed ABX tests between the
output of a standard SMT system (Moses) and the
output of the proposed system for 100 sentences.
The results indicated that 30 sentences output by the
proposed system were evaluated as better than those
output by the standard SMT system. In contrast, 9
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sentences output by the standard SMT system were
thought to be better than those output by the pro-
posed system. This means that our proposed system
functioned effectively in the Japanese-English sim-
ple sentence task.

We need to overcome several difficulties in order
to improve the proposed methods. Moreover, there
were many bugs in our system. We will focus on
how to solve such difficulties in the future.
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Abstract

This paper presents a method to improve a
word alignment model in a phrase-based Sta-
tistical Machine Translation system for a low-
resourced language using a string similarity
approach. Our method captures similar words
that can be seen as semi-monolingual across
languages, such as numbers, named entities,
and adapted/loan words. We use several string
similarity metrics to measure the monolin-
guality of the words, such as Longest Com-
mon Subsequence Ratio (LCSR), Minimum
Edit Distance Ratio (MEDR), and we also use
a modified BLEU Score (modBLEU).

Our approach is to add intersecting alignment
points for word pairs that are orthographi-
cally similar, before applying a word align-
ment heuristic, to generate a better word align-
ment.

We demonstrate this approach on Indonesian-
to-English translation task, where the lan-
guages share many similar words that are
poorly aligned given a limited training data.
This approach gives a statistically significant
improvement by up to 0.66 in terms of BLEU
score.

1 Introduction

Low-resourced languages do not have the luxury
of having sufficient data to make a good statistical
model. In some cases, those languages also do not
have any additional language tools to make a lin-
guistically motivated model. This limits the possi-
bilities for low-resourced languages to gain a better

translation quality in a Statistical Machine Transla-
tion (SMT) experiment.

Word alignment as the basic foundation in phrase-
based SMT has gained significant attention in the re-
search community. One of the most commonly ap-
plied word alignment approaches in a phrase-based
SMT is to combine sets of alignment points learned
from two directions (source-to-target and target-to-
source). Another approach is to combine different
sets of alignment points generated based on differ-
ent motivations, such as linguistics and heuristics
(Xiang et al., 2010). There are also work on us-
ing linguistics clues such as string similarity to har-
vest better word alignments (Bergsma and Kondrak,
2007) or by combining word-level and character-
level models in SMT (Nakov and Tiedemann, 2012).

In this paper, we define an algorithm that adds
intersecting alignment points on sets of alignment
points learned from two different directions. Those
added points are points between two similar words
(measured by a string similarity metric). Then we
apply one of the commonly used word alignment
heuristics, MOSES’s grow-diag-final (gdfa), on
the new sets of alignment points to generate a better
word alignment.

2 The Language Pair

In this work, we choose Indonesian as the low-
resourced language and pair it with English.
Indonesian-English SMT research is not so prolific.
Similar work was done by (Nakov and Ng, 2009) for
translating a resource-poor language, Indonesian, to
English by using Malay as a pivot language. But
most of the related SMT research is done for Malay,
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a mutually intelligible language to Indonesian.
Because of the Indonesian complex morphology

and the limited data availability, pairing Indonesian
and English in an SMT experiment raises a chal-
lenge on creating a good word alignment model.
Here we try to exploit their orthographically similar
word pairs to improve the word alignment.

Some languages that are highly influenced by
other languages tend to have similar words. Some
of the words may be slightly different in their modi-
fied forms. In some cases, we intuitively know how
to align words across languages by simply observing
their word form.

Although Indonesian has a complex morphology,
such as affixation and even reduplication, several
Indonesian new words are highly influenced by
English, and Indonesian tends to have some loan or
adapted words. The words’ orthographic similarity
can be easily measured, since both languages have
the same alphabet. Here we list some word pair
examples that we consider semi-monolingual since
they are orthographically similar.

Named Entity - Some named entities are poorly
aligned because they are scarce in a given limited
data. Those named entities both in Indonesian and
English have a similar form and can be detected
easily, even in their affixed forms, e.g. Indonesian
‘Blackberryku’ and the corresponding English ‘my
Blackberry’.

Loan and Adapted Words - Indonesian adapts
several English words and morphemes, e.g.

en ↔ id
distribution ↔ distribusi

idealist ↔ idealis
industry ↔ industri

department ↔ departemen
computer ↔ komputer
president ↔ presiden

Number and Radix Point - Numbers can come in
different combination and are often scarce. They
are easy to detect although Indonesian and English
radix point are different, where Indonesian uses the
comma symbol to separate the integer from the frac-
tion while English uses the dot symbol, e.g. a thou-
sand is 1.000,0 in Indonesian and 1,000.0 in English.

3 Improving the Word Alignment

We improve the word alignment by adding align-
ment points in the source-to-target (f2e) and/or the
target-to-source (e2f ) alignment to add more inter-
secting alignment points among them. Those in-
tersecting alignment points are added on the word
pairs that we consider similar. Then we apply a
word alignment heuristic on the new f2e and e2f sets
that now have more intersecting alignment points, to
make a new word alignment.

e0 e1 e2 e3 e4 e5 e6

f0
⊗

f1
⊗

f2
⊗

f3
⊗ ⊙

f4
⊙

×

f5
⊗⊙

/ × = f2e / e2f alignment point⊗
= intersection (

⊙
∩× =

⊗
)

= candidate for new alignment points

Figure 1: Choosing the candidates for the word pairing
and the candidate positions for the new intersecting align-
ment points.

Suppose f2eij is a source-to-target alignment link
between the i-th source word (fi) and the j-th tar-
get word (ej) and e2fij is a target-to-source align-
ment between fi and ej . Our approach to improve
the word alignment is as follow:

1. We choose the source candidate words (c(f))
and the target candidate words (c(e)), where
they are words that are not included in any
intersecting alignment points, as illustrated in
Figure 1.

2. We pair each c(f) to each c(e) and score their
string similarity (ss).

3. We choose which pair to be aligned using our
filtering method.



43

4. We add alignment points in the f2e and/or e2f
alignment so that the alignment points for the
chosen word pair intersect.

5. We apply the grow-diag-final (gdfa)
heuristic1 on the new f2e and e2f alignment to
produce the new word alignment.

3.1 String Similarity Score

In this work, we uses three different string simi-
larity measures, namely Longest Common Subse-
quence Ratio (LCSR), Minimum Edit Distance Ra-
tio (MEDR), and a modified BLEU Score (mod-
BLEU). We uses the three metrics to measure our
string similarity score (ss). Here, we compare the
modified BLEU formula to commonly known string
similarity metrics, LCSR and MEDR. The LSCR
and MEDR formula can be found in Figure 2.

ss(fi, ej) = LCSR(fi, ej) =
|LCS(fi,ej)|
max(|fi|,|ej |) (a)

ss(fi, ej) = MEDR(fi, ej) = 1− |MED(fi,ej)|
max(|fi|,|ej |) (b)

Figure 2: The Longest Common Subsequence Ratio
(LCSR) and the Minimum Edit Distance Ratio (MEDR)
formula for the string similarity metric.

In the modified BLEU, we split the words into
characters and we use a modified BLEU on the char-
acter level as our string similarity score to measure
the characters n-gram precision between the two
words.

We score the word pairs using the modified BLEU
in two directions: the source word as the hypoth-
esis and the target word as the reference then vice
versa. Then we average the two scores. Instead of
using at most 4-grams counts in the original BLEU
score formula, we modified the formula so that it
also consider words with length less than four char-
acters. Below is the formula for the modified BLEU
given the length of the hypothesis (c) and the length
of the reference (r).

3.2 Filtering Method

We set an ss score threshold to filter the word pairs.
We only consider word pairs with a score equal to

1http://www.statmt.org/moses/?n=FactoredTraining.
AlignWords

BLEUm(fi, ej) = BP • exp(
∑chk

n=1 log(pn)) (1)

BP = min(1, e1−r/c) (2)

chk = min(4, r, c) (3)

ss = (BLEUm(fi, ej) + BLEUm(ej , fi))/2 (4)

Figure 3: The modified BLEU formula for the string sim-
ilarity metric.

the threshold and above. We sort the candidate pairs
by their ss score then by their source token order
(i) and target token order (j). In this way, we pick
the most similar word pairs first and then word pairs
that occur earlier in the sentence. We assume that
the similar words have the same order of occurrence
in the sentence.

All the newly added alignment points have to be
one-to-one aligned. We discard any new alignment
point that violates this condition, as we pick the
word pairs.

Consider Figure 1, if f4, e3, and e5 all are
the same word ‘street’, so that BLEUm(f4, e3) =

BLEUm(f4, e5) = 100%, only a link between f4 and
e3 is added, because the pair occurs earlier in the
sentence and adding another link between f4 and e5
will violates the one-to-one alignment. If f4, e3, and
e5 are ‘street’, ‘streen’, ‘street’ respectively, only a
link between f4 and e5 is added, because it is chosen
first for its better score.

4 Experiment

4.1 Data

The corpus we use in this work is the IDENTIC
(Larasati, 2012) Indonesian-English parallel corpus.
Our training, tuning, and testing data contain around
43K, 1K, and 1K parallel sentences respectively.
The sentences are taken randomly without replace-
ment from the corpus.

4.2 Common Setting

The SMT system is in lowercased-to-lowercased
Indonesian-to-English translation direction. We
use the state-of-the-art phrase-based SMT system
MOSES (Koehn et al., 2007). We use GIZA++ tool
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(Och and Ney, 2003) to build the bidirectional sets
of alignment points (f2e and e2f ).

For the baseline system, we run the MOSES gdfa
heuristic on the initial f2e and e2f. And for the ex-
periment systems, we apply our algorithm to the ini-
tial f2e and e2f to generate the new sets and then we
apply the same gdfa heuristic on the new sets. This
makes the gdfa heuristic algorithm starts with more
intersecting alignment points.

We create the English Language Model (LM) us-
ing SRILM (Stolcke, 2002) on the English Europarl
corpus. The quality of the translation results are
measured using BLEU score (Papineni et al., 2002)
and pairwise bootstrapping significance test (Koehn,
2004).

4.3 Result

We set up the baseline system and the exact sys-
tem. Then we created five experimental SMT sys-
tems that are set with different ss score thresholds,
namely 90, 80, 70, 60, and 50.

The exact system aligns word pairs that are ortho-
graphically equal. Here the algorithm successfully
aligns the foreign words (‘supreme’, ‘court’, etc),
named entities (‘wall’ ‘street’, ‘telkom’, ‘jakarta’),
numbers (‘1.28’, ‘4.1’, etc), and punctuations.

As we use different thresholds, the algorithm can
pair Indonesian affixed words (‘uraniumnya’ with
‘uranium’), adapted words (‘internasional’ with ‘in-
ternational’ or ‘kwartet’ and ‘quartet’), and differ-
ent number formatting (‘0,85863’ with ‘0.85863’).
It also captures and pairs some inconsistent num-
ber formatting such as ‘6.5’ and ‘6.50’ and some
misspelling such as ‘streen’ and ‘street’ of the word
‘wall street’.

In general, the translation quality increases when
we add links for very similar words measured by any
of the string similarity metrics. When we use the
modified BLEU metric, the system’s BLEU score is
increasing in a logarithmic scale when the threshold
is between 60 and 100.

But as the threshold set to a lower value, it
wrongly aligns some short stopwords such as the
Indonesian ‘ini’ (this) with the English preposition
‘in’ and the Indonesian ‘itu’ (that) with the English
personal pronoun ‘it’, which makes the translation
quality become poor. When we use the LCSR and

System ∆ to exact BLEU
baseline -9469 27.25
exact 0 *27.62

modBLEU thss-90 16 **27.83
thss-80 390 **27.87
thss-70 857 **27.89
thss-60 1457 **27.91
thss-50 3543 27.23

LCSR thss-90 107 **27.82
thss-80 1321 *27.52
thss-70 2813 27.42
thss-60 8112 27.12
thss-50 30214 *27.40

MEDR thss-90 83 *27.74
thss-80 975 *27.70
thss-70 2185 **28.03
thss-60 5693 27.25
thss-50 18037 27.12

* / **) 90% / 95% statistically significant

Table 1: SMT systems evaluation in term of BLEU score.
The experiment systems with different thresholds are
named thss-[threshold]. ∆ to exact is the number of the
added intersection points compared to the exact system.

MEDR metric, the translation quality decreases ear-
lier with a bigger threshold.

Table 1 summarizes the number of the added in-
tersecting alignment points and the evaluation for
the baseline and the experiment systems.

Figure 4: The baseline and the experimental SMT sys-
tems translation quality in terms of BLEU Score.



5 Conclusion

Our method captured similar words that are semi-
monolingual across languages, such as numbers,
named entities, and adapted words. We used this
information as a clue to add alignment points. We
showed that adding good quality intersecting align-
ment points before applying the gdfa heuristic helps
to gain a better translation quality for a Indonesian-
to-English SMT system. We used LCSR and MEDR
as string similarity metrics and we also introduced
another metric, a modified BLEU formula. We still
found some word pairs that are wrongly aligned and
most of them are stopwords. Modifying the string
similarity formula or the filtering method so that it
does not capture these stopwords will be a good fu-
ture improvement.
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trum Komputačnı́ Lingvistiky of the Czech Ministry
of Education, and this work has been using lan-
guage resources developed and/or stored and/or dis-
tributed by the LINDAT-Clarin project of the Min-
istry of Education of the Czech Republic (project
LM2010013).

References

Shane Bergsma and Grzegorz Kondrak. 2007.
Alignment-based discriminative string similarity. In
Proceedings of the 45th Annual Meeting of the Asso-
ciation of Computational Linguistics, pages 656–663,
Prague, Czech Republic, June. Association for Com-
putational Linguistics.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation. In Proceed-
ings of the 2003 Conference of the North American
Chapter of the Association for Computational Linguis-
tics on Human Language Technology-Volume 1, pages
48–54. Association for Computational Linguistics.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran, Richard
Zens, Chris Dyer, Ondrej Bojar, Alexandra Con-
stantin, and Evan Herbst. 2007. Moses: Open source

toolkit for statistical machine translation. In Proceed-
ings of the 45th Annual Meeting of the Association for
Computational Linguistics Companion Volume Pro-
ceedings of the Demo and Poster Sessions, pages 177–
180, Prague, Czech Republic, June. Association for
Computational Linguistics.

Philipp Koehn. 2004. Statistical significance tests for
machine translation evaluation. In Dekang Lin and
Dekai Wu, editors, Proceedings of EMNLP 2004,
pages 388–395, Barcelona, Spain, July. Association
for Computational Linguistics.

Septina Dian Larasati. 2012. IDENTIC corpus: Mor-
phologically enriched indonesian-english parallel cor-
pus. In Proceedings of the Eighth conference on
International Language Resources and Evaluation
(LREC’12), Istanbul, Turkey, may. European Lan-
guage Resources Association (ELRA).

Preslav Nakov and Hwee Tou Ng. 2009. Improved statis-
tical machine translation for resource-poor languages
using related resource-rich languages. In Proceedings
of the 2009 Conference on Empirical Methods in Nat-
ural Language Processing, pages 1358–1367, Singa-
pore, August. Association for Computational Linguis-
tics.

Preslav Nakov and Hwee Tou Ng. 2011. Trans-
lating from morphologically complex languages: a
paraphrase-based approach. In Proceedings of the
Meeting of the Association for Computational Linguis-
tics (ACL2011), Portland, Oregon, USA.

Preslav Nakov and Jörg Tiedemann. 2012. Combin-
ing word-level and character-level models for machine
translation between closely-related languages. In Pro-
ceedings of the 50th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 2: Short
Papers), pages 301–305, Jeju Island, Korea, July. As-
sociation for Computational Linguistics.

Franz Josef Och and Hermann Ney. 2003. A system-
atic comparison of various statistical alignment mod-
els. Computational linguistics, 29(1):19–51.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th annual meeting on association for computational
linguistics, pages 311–318. Association for Computa-
tional Linguistics.

Andreas Stolcke. 2002. SRILM - an extensible language
modeling toolkit. In Seventh International Conference
on Spoken Language Processing.

Bing Xiang, Yonggang Deng, and Bowen Zhou. 2010.
Diversify and combine: Improving word alignment for
machine translation on low-resource languages. In
Proceedings of the ACL 2010 Conference Short Pa-
pers, pages 22–26, Uppsala, Sweden, July. Associa-
tion for Computational Linguistics.

45



Addressing some Issues of Data Sparsity towards Improving English-

Manipuri SMT using Morphological Information 

 

Thoudam Doren Singh 

Centre for Development of Advanced Computing (CDAC) 
Gulmohor, Cross Road 9 

Juhu, Mumbai-400049, India 

thoudam.doren@gmail.com 

 
 
 

Abstract 

The performance of an SMT system heavily 

depends on the availability of large parallel 

corpora. Unavailability of these resources in the 

required amount for many language pair is a 

challenging issue. The required size of the 

resource involving morphologically rich and 

highly agglutinative language is essentially 

much more fo r the SMT systems. This  paper 

investigates on some of the issues on enriching 

the resource for this kind of languages. 

Handling of inflectional and derivational 

morphemes of the morphologically rich target 

language plays important role in the enrichment 

process. Mapping from the source to the target 

side is carried out for the English-Manipuri 

SMT task using factored model. The SMT 

system developed shows improvement in  the 

performance both in  terms of the automatic 

scoring and subjective evaluation over the 

baseline system. 

1 Introduction 

Since the dawn of SMT system in the early 90s 
with the seminal work at IBM (Brown et al., 1992; 
Brown et al., 1993), there has been growth in the 
number of the SMT system for several language 
pairs. Performant SMT systems for the 
major languages are available. In the same time, 
such development is limited for less privileged and 
resource poor languages. Developing English-
Manipuri SMT systems is one of such examples. 
Manipuri is a morphologically rich and highly 
agglutinative in nature. New words are easily 
coined by combination of various morphemes. 
Verb morphology is more complex and productive 

than noun morphology. In Manipuri, adjective and 
adverbs come from verbal root through 
derivational morphology. Aspectual marker goes 
with the derived forms. This language contains 
abundant reduplicated multiword expressions 
(RMWE). Language resource for this language 
pair is not available in the required measure. 

2 Related Work  

Several SMT systems between English and 
morphologically rich languages are reported. 
(Oflazer and El-Kahlout, 2007) investigated 
different representational granularities for sub-
lexical representation in statistical machine 
translation work from English to Turkish by 
exploring different representational units in 
English to Turkish SMT. (Yeniterzi and Oflazer, 
2010)  further reported syntax-to-morphology 
mapping in factored phrase-based Statistical 
Machine Translation (Koehn and Hoang, 2007) 
from English to Turkish relying on syntactic 
analysis on the source side (English) and then 
encodes a wide variety of local and non-local 
syntactic structures as complex structural tags 
which appear as additional factors in the training 
data. On the target side (Turkish), they only 
perform morphological analysis and 
disambiguation but treat the complete complex 
morphological tag as a factor, instead of separating 
morphemes. Some of the SMT systems between 
English and morphologically rich languages which 
used morphemes to address the data sparsity are 
discussed below. 

English-to-Czech phrase-based machine 
translation experiment (Bojar, 2007) with 
additional annotation of input and output tokens 
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(multiple factors) used to explicitly model 
morphology by setting up various multiple factors 
and the amount of information in the 
morphological tags resulted in significant 
translation quality increase. Further, two 
contributions using factored phrase based model 
and a probabilistic tree transfer mode at deep 
syntactic layer are made by (Bojar and Hajič , 
2008) of English-to-Czech SMT system. 
(Toutonova et al., 2007) reported the improvement 
of an SMT by applying word form prediction 
models from a stem using extensive morphological 
and syntactic information from source and target 
languages. (Gandhe et al., 2011) proposed a 
solution to augment the phrase table with all 
possible forms of a verb for improving the overall 
accuracy of the English–Hindi MT system by 
using simple stemmer and easily available 
monolingual data to generate new phrase table 
entries that cover the different variations seen for a 
verb. (Habash, 2008) presented four techniques for 
online handling of Out-of-Vocabulary words in 
Arabic-English Phrase based Statistical Machine 
Translation by using spelling expansion, 
morphological expansion, dictionary term 
expansion and proper name transliteration to reuse 
or extend a phrase table. 

3 Enriching the Language Resource  

SMT systems demand a large parallel corpus as 
training data. One of the approaches to develop 
SMT systems for less privileged and resource poor 
language is to enrich the resource through 
morphological processing by learning the general 
rules of morphology. This helps to increase the 
training data size and increase the coverage of the 
occurrence of the different words. The 
representation of words, i.e. the spelling has the 
most important role to play. Including different 
forms of a word in the training data makes a sense 
to improve the translation quality. While exploring 
the different representational units from English-
to-Manipuri, there is lack of information at the 
source side for derivation and inflection of the 
target words. The verb morphology is more 
complex and productive. Focusing on the verb, the 
derivational morphology is more productive than 
the inflectional. Separating lemma, inflections and 
derivational morphemes allows the system to learn 
more about the different possible word formations. 

Thus, considering all the possible morpheme 
combination helps to enrich the language in order 
to cover more vocabulary. 

3.1 Examples of Word Level Alignment 
between English and Manipuri 

Consider the following example of English to 
Manipuri translation depicting the word level 
alignment by figure 1, stems and separated affixes 
by Figure 2 and phrasal level alignment by figure 
3. From the example we can see that for each 
Manipuri word, there is a corresponding chunk of 
English (i.e., a group of words). This prompts us to 
correlate a group of English words with the help of 
a chunker and a Manipuri word. 

But the question is to sort out how many 
possible morphemes are there to represent a word. 
Consider the following Manipuri sentence showing 
the possible translations due to non-standardized 
spelling. 
 

English: 
 

They came. 
 
Manipuri Translation: (different possible 
orthographic and phonographic variations)  
 
মখ োয় লোক্লম্মী ৷  (makhoy lak-lammee) 

মখ োয় লোকঅম্মী ৷  (makhoy lak-ammee) 

মখ োয় লোক্লমঈ ৷  (makhoy lak-lam-ee) 

মখ োয় লোক্লমই ৷  (makhoy lak-lam-i) 
মখ োই লোক্লমই ৷  (makhoi lak-lam-i)  

 

Enrichment of the language resource is carried out 
for this languages category using morphemes with 
various orthographic variations. Inclusion of these 
various orthographic variations is absolutely 
necessary. However, the problem crops up how 
much of the training data is really increased in 
terms of size and improved in terms of alignment 
quality? When they are not handled in one of these 
steps these words become out-of-vocabulary 
(OOV) words. So, spelling expansion of these 
words in order to extend the phrase table becomes 
essential. This helps in the orthographic 
normalization and minimizing the data sparsity. 
The spelling expansion and morphological 
expansion are definitely helping minimizing data 
sparsity.  
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Termites     do     a lot    of damage     by eating     the wood    of build ings 

 

 

 

ললখ ৌনো     য়ুমশ ংগী   উ     চোদনুো     অমোঙ অতো           কয়োমরমু       থ োকহশি
                      

                                  leisouna   yumsing-gee u  chaduna   amang ata    kayamarum     thokhalli 

 

Figure 1: Word and Chunk level alignment between English and Manipuri 
 

 

Termite+s do a lot of damage by eat+ing the wood of building+s. 

 

 

 

 

 

ললখ ৌ+নো য়ুম+শ ং+গী উ চো+দ+ুনো   অমোঙ অতো   কয়োমরমু    থ োক+হল+শল 

 
 

Figure 2: Stems and Morphemes separated between English and Manipuri alignment 
 

(NP (NNS Termites))    ললখ ৌ+নো 
(VP (VBP do)    থ োকহল+শল 

 (NP (DT a) (NN lot))  কয়োমরমু 

(PP (IN of) 
(NP (NN damage)))   অমোঙ অতো 
(PP (IN by) 

(VP (VBG eating)    চো+দ+ুনো 
 (NP (DT the) (NN wood))  উ 

(PP (IN of) 

(NP (NNS buildings)))  য়ুম+শ ং+গী 
         

Figure 3: Phrasal Level Alignment between English and Manipuri 
 

 

4 Key Aspects of Manipuri Morphology 

In this agglutinative language the numbers of 
verbal suffixes are more than that of the nominal 
suffixes (Singh, 2000). New words are easily 
formed in Manipuri using morphological rules. 
There are 8 inflectional (INFL) suffixes and 23 
enclitics (ENC). There are 5 derivational 
prefixes out of which 2 are category changing 
and 3 are non-category changing. There are 31 
non-category changing derivational suffixes and 
2 category changing suffixes. The non-category 
changing derivational suffixes may be divided 

into first level derivatives (1st LD) of 8 suffixes, 
second level derivatives (2nd LD) of 16 suffixes 
and third level derivatives (3rd LD) of 7 
suffixes.  Enclitics in Manipuri fall in six 
categories: determiners, case markers, the 
copula, mood markers, inclusive/exclusive and 
pragmatic peak markers and attitude markers. 
The categories are determined on the basis of 
position in the word (category 1 occurs before 
category 2, category 2 occurs before category 3 
and so on). Manipuri morphological processing 
works are reported by (Singh and 
Bandyopadhyay, 2006) and (Singh and 
Bandyopadhyay, 2008).  
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4.1 Verb morphology 

Three derivational categories may optionally 
precede the final inflectional suffix. The 1st LD 
suffixes signal adverbial meanings, the 2nd LD 
suffixes indicate evidentiality, the deitic 
reference of a verb, or the number of persons 
performing the action and the 3rd LD suffixes 
signal aspect and mood. Verb roots may also be 
used to form verbal nouns, adjectives and 
adverbs. Verbal nouns are formed through the 
suffixation of the nominalizer পো –pə to the verb 

root. The following is the list of word structure 
rules for verbs (Shobhana, 1997) 
 

a. Verb  STEM INFL 
b. STEM  Stem (3

rd
 LD) 

c. Stem  Stem (2
nd

 LD) 
d. Stem  Root (1

st
 LD) 

e. ROOT  root (root) 
f. 3

rd
 LD  (mood1)(mood2)(aspect) 

g. 2
nd

 LD  (2
nd

 LD1),(2
nd

 LD2),(2
nd

 
LD3).. 

h. 1
st
 LD  1

st
 LD 

 

Derivational 

Prefixation 

Root 1
st

 

LD 

2
nd 

LD 

3
rd

 

LD 

Inflect ion 

 

Figure 4: General form of Verb Morphology 
 

There are 3 categories (mood1, mood2, and 
aspect) belonging to the third level derivational 
(3rd LD) markers. The general form of verb 
morphology is shown in figure 4. 

The sub-categorization frames of affixes will 
restrict that only nominal affixes occur with a 
noun and verbal affixes occur with a verb root. 
The derivational suffix order of the word 

æ»JôEõFç+Ì[ýhõ×X (It’ll get cracked)  is given below:- 

 

æ»JôEõ      Fç+Ì             Ì[ýEõ        E            ×X 

cek        –khay                -rək          -kə              -ni 

crack    -totally affect    -distal      -potential   –copula 

 (1
st

 LD)          (2
nd

 LD)     (3
rd

 LD) 

  

The Ì[ýEõ -rək  has allomorph _Eõ-lək.  Ì[ýEõ -rək 

occurs after vowels while _Eõ-lək  occurs after 

consonants,  

 

»JôçÌ[ýEõA –ca-rək-ey (ate there and came here)  

»Jôç¶ÚöEõA – cam-lək-ey (washed there and came here) 

 

The formation of verb can be of the form 
 
Verb stem + aspect/mood  verb 
UEõ -thək  (drink)  + ã_ -le-  UEõã_ -thəkle (has drunk) 

 

The verbal noun is formed with the rule as given 
as 
 
Verb Stem + Nominalizer  Verbal noun 
åUçe -thong (cook)+ [ýç -ba   åUçe[ýçý -thongba  (to 

cook) 

4.2 Noun Morphology 

The following is the list of word structure rules 
for nouns (Shobhana, 1997) 
 
N  Stem INFL (ENC) 
Stem  stem (2nd LD) 
Stem  ROOT(1st LD) 
ROOT  (prefix) root (root) 
 
Figure 5 shows the general form of noun 
morphology in Manipuri. Examples of some 
singular/plural noun forms are listed in Figure 6. 
 

Prono
minal 
prefix 

Root gen
der 

num
ber 

Quanti 
fier 

Case 

 

Figure 5: General form of Noun Morphology 
 

Singular Form Plural Form 

=ä»JôEõ  -Uchek (bird) =ä»JôEõ×`e -Ucheksing(birds) 

]   -Ma (He/She) ]ãFçÌ̂   -Makhoy (they) 

]Ý  -Mi (man) ]ÝÌ̂ ç] -Mi-yaam (men) 

 

Figure 6: Singular/Plural forms 
 

Although case markers are functionally 
inflectional, they exhibit the clitic like 
characteristic of docking at the edge of a phrase. 
The word structure of rules of verbs and nouns 
are identical except for the category of the word 
level node, the possible termina l elements of the 
derivational and inflectional categories and the 
lack of the third level nominal derivation. Two 
examples to demonstrate the noun morphology 
are given below:- 
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]JôçXÇYÝ×`eXç (mə-ca-nu-pi-siŋ-nə) ’by his/her 

daughters’ 

]JôçXÇYç×`eXç (mə-ca-nu-pa-siŋ- nə) ’by his/her sons’ 

 

The ] -mə ‘his/her’ is the pronominal suffix and 

Jôç -ca ‘child’ is the noun root. The XÇ -nu ‘human’ 

is suffixed by YÝ -pi to indicate a female human 

and Yç–pa to indicate a male human. ×`e –siŋ or 

åFç+ -khoy or Ì̂ ç]–yaam can be used to indicate 

plurality. -siŋ cannot be used with pronouns or 
proper nouns and -khoy cannot be used with 

nonhuman nouns. Xç -nə meaning ‘by the’ is the 

instrumental case marker. 

4.3 Adjectives and Adverbs 

In Manipuri, adjective and adverbs come from 
verbal root (in the example: ফ (ph)) through 

derivational morphology. Aspectual marker goes 
with the derived forms. Some of the examples 
are given as: 
 

a) 

The player is good 
 োন্নখরোয়দ ু        লফ 

shannaroydu  phei 
 
b) 
The player is still good 

 োন্নখরোয়দ ু         থহৌশিকস ু  ফশর 

shannaroydu houjiksu  phari 

 
c) 
The player is always good 
 োন্নখরোয়দ ু      অদমু      লফ 

shannaroydu  adum  phei  
 
d) 
The player was good 
 োন্নখরোয়দ ু       ফরম্মী 

shannaroydu  pharami 
 

5 Experiments 

Indian languages are morphologically rich and 
have relatively free-word order where the 
grammatical role of content words is largely 
determined by their case markers and not just by 
their positions in the sentence. SMT systems 
between English and morphologically rich and 

highly agglutinative languages suffer badly if 
adequate training and language resource is not 
available and the accountability of individual 
morpheme is not considered. Machine 
Translation systems of Manipuri (the first 
Tibeto-Burman language for which MT system 
is developed) and English are reported by (Singh 
and Bandyopadhyay, 2010b) on developing the 
first Manipuri to English example based 
machine translation system followed by (Singh 
and Bandyopadhyay, 2010c) on development of 
English-Manipuri SMT system using morpho-
syntactic and semantic information where the 
target case markers are generated based on the 
suffixes and semantic relations of the source 
sentence. Further (Singh and Bandyopadhyay, 
2011a) reported on the development of 
bidirectional SMT system for English-Manipuri 
language pair using dependency relations, 
morphological information and parts of speech 
tags and (Singh and Bandyopadhyay, 2011b) 
continued reporting on the integration of 
reduplicated multiword expression and named 
entities into the English-Manipuri SMT system. 
In the present work, detailed morphological 
information such as the inflection and 
derivational morphemes are integrated into the 
system. In an effort to optimize, the training 
data, we experimented on the variation in the 
performance while making choice of sentence 
length for training. Being a highly agglutinative 
language, the translation performance is largely 
affected for longer training. The English-
Manipuri parallel corpus on news domain 
developed by (Singh and Bandyopadhyay, 
2010a) is used in the experiment. Two different 
models are developed as shown in figure 7; (i) 
inflectional model and (ii) inflectional + 
derivational model. The inflectional model uses 
lemma and suffix factors on the source side, 
lemma and suffix on the target side for lemma to 
lemma and suffix to suffix translations with 
generation step of lemma plus suffix to surface 
form. For the second model, two important 
treatments of the noun (Thoudam, 1982) and 
verb morphology for mapping with the 
corresponding source side is carried out 
considering the stem, derivational morphology 
and inflectional morphology of the target side. 
The reason why Manipuri inflectional 
morphology is to be treated as separate factor is 
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that – it is comparatively easier to map to 
English dependency relations and suffix 
information (Singh and Bandyopadhyay, 2010c) 
to address the crux of the fluency. The BLEU 
score of this SMT system on the same corpus 
statistics as given in table 1 is 16.873 as reported 
earlier. Again, considering all Manipuri 
derivational morphology as one factor mapped 
to the complete phrase of the corresponding 
English phrases helps to cover overall meaning. 
This exercise reduces the overall burden to deal 
with individual morphemes with its 
discontinuous representation of English 
counterpart. We augment the training phrase 
table with 5000 manually prepared variants of 
verbs and nouns phrases for improving the 
overall accuracy of the SMT system. Manipuri 
uses Bengali script to represent the text. The 
wide variations of tone are not captured during 

the textual representation. Lexical ambiguity is 
very common in this language. This has resulted 
towards the requirement of a word sense 
disambiguation module. As part of this ongoing 
experiment, an additional lexicon of 11000 
entries between English and Manipuri is 
employed to handle bits of sense disambiguation 
with the help of a word-based language model.  
The English sentences are processed with 
morpha (Minnen, 2003) and Stanford Parser (de 
Marneffe and Manning, 2008) is used for 
parsing. All words in Manipuri are bound except 
noun. We process the Manipuri corpus by 
segmenting into three parts, viz, (a) lemma (b) 
derivational morphemes and (c) inflections. The 
Manipuri stemmer (Singh and Bandyopadhyay, 
2008) is used to separate the stem, derivational 
morpheme and inflections. 

 

       Source Language (English)                                               Source Language (English)  
 

 

 

 

 

 

 

 

 

 

 

Figure 7: Two different models of English-Manipuri translation 
 

For word-based language modeling, 200,000 
Manipuri news sentences are used. The approach 
is to take account of the various function words 
by grouping after syntactic analysis of the source 
side sentences using Stanford Parser (de 
Marneffe and Manning, 2008) and map to the 
corresponding target side of Manipuri after 
morphological analysis. The baseline system is 
based on the surface word forms using the 
Moses (Koehn et al., 2007) default setting. A 
factored translation model can embed multiples 
of monolingual MT systems inside of it. So, the 
addition of ‘derivational morphology’ has 
similar effect that one additional intermediate 
language includes the factored form. Consider 
the sentence ‘I should have done it’ meaning ‘ঐ 

মদ ু থতৌরমগদবশন৷’,(ei madu touramgadabanee) the 

phrase ‘should have done’ meaning থতৌরমগদবশন 

consist of the inflections as well as derivational 
morphemes. The meaning of ‘should have’ is the 
derivational morpheme i.e., রমগদব and শন is the 

copula. The inflectional model gives the output 
as ‘ঐ মদ ু থতৌশন’ meaning ‘I’ll do it’. But, 

considering the inflectional + derivational 
model, the output is adequately addressed by the 
induction of the syntactic information from the 
source side. The mapping from the auxiliary 
verbs to the derivational morphemes can help to 
improve as an important factor.  

The various models developed are evaluated 
using BLEU (Papineni et al., 2002) and (NIST 
Doddington, 2002) automatic scoring 
techniques. SRILM is used for language 
modeling (Stolcke, 2002). 

 Inflectional Intermediate Language 1 
 

      

  

Target Language (Manipuri) 
 

Inflectional Intermediate Language 1 

 

 

Intermediate Language 2(Inflectional+ Derivational) 

 

 

Target Language (Manipuri) 
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1 

English:  The number of teachers required is 58 for arts subjects and 32 for 
science subjects. 
 
Reference:  অৱোত্পো িো মশ ং আর্ট স সবখিক্তনো ৫৮ অমসংু সোইন্স সবখিক্তনো ৩২ শন 

 
Baseline:  অৱোত্পো িো মশ ং  োশক সোইন্সশক ৩২ আর্ট সতো  ৫৮ 

 

Inflectional:   অৱোত্পো িো মশ ং  োশক সোইন্সশক ৩২ আর্ট সতো  ৫৮  শন 

 

Derivational+ Inflectional:  সবখিকশ ং  অৱোত্পো িো মশ ং আর্ট সনো ৫৮ অমসংু সোইন্সনো ৩২ শন 

 
Most of the 
meaning is 
conveyed by 
all the models. 

 
2 

 

English:  The branches of the tree spread out in all directions. 
 
Reference:   উগী ম ো ময়োমদনুো মোয়কক  ুদীংদো থলোঙখ োকই 

 
Baseline:  থহৌবো উ  খদোকপো মোয়কক 

 
Inflectional:  উগী ম ো থলোঙখ োকই 

 

Derivational + Inflectional:  উগী ম োশ ং মোয়কক থলোঙখ োকই 

 
Poor meaning 
is conveyed 
by all the 
models. 

 

3 

English: Termites do a lot of damage by eating the wood of buildings. 
 
Reference:   ললখ ৌনো য়ুমগী উ চোখ োকু্তনো অমোঙঅতো কয়োমরমু থ োকহশি 

 
Baseline:       ললখ ৌনো থতৌবশস য়োম্নো মোঙহনবো মীইশ ংনো ময়ুমদগী উ 

 

Inflectional:   ললখ ৌনো মোঙহনবো মীইশ ংনো ময়ুম উ 

 
Derivational + Inflectional :  ললখ ৌনো য়ুমগী উ চোখ োকু্তনো অমোঙবো থ োকহশি 

 
No meaning is 
conveyed by 
all the models 
except the 
output of 
Derivational + 
Inflectional 
model. 

 

4 

English: Contract works should be given only to those who would be able to carry 
out the work with sincerity and dedication. 
 
Reference:   বক শনংশ নো থতৌগদবো মীদো ঠিকো পীগদবশন  

 

Baseline:     কখেক্ট ৱোকট পীগদবশন ঙশসগী  ুন্নোই অশসদো carrying হোয়বশস থ ংনো  বক গ্রুপশ ংনো 

 
Inflectional:  কখেক্ট ৱোকট  থ ংনো  বক পীগদবশন 

 
Derivational + Inflectional:  কখেক্ট ৱোকট    বক গ্রুপশ ংনো  হোয়বশস  পীগদবশন 

 
Poor meaning 
is conveyed 
by all the 
models. 

 
5 

English:  The election office has reportedly intimidated the IFCD for taking up 
necessary measures. 

 
Reference:  ইখলক্সন শিপোর্ট খমন্টশক মোয়ককদগী আইএফশসশিদো দরকোর ললবো  বক পোয় ত্নবো  ঙহনখে  

 
Baseline:    ইখলক্সন শিপোর্ট খমন্টশক মোয়ককদগী আইএফশসশিদো দরকোর ললবো  বক পোয় ত্নবো  ঙহনখে  

 
Inflectional:   ইখলক্সন শিপোর্ট খমন্টশক মোয়ককদগী আইএফশসশিদো দরকোর ললবো  বক পোয় ত্নবো  ঙহনখে  

 
Derivational + inflectional :   ইখলক্সন শিপোর্ট খমন্টশক মোয়ককদগী আইএফশসশিদো দরকোর ললবো  বক 
পোয় ত্নবো  ঙহনখে 

 

Full meaning 
is conveyed 
by all the 
models. 

Figure 8: Output of various models 
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 Number of 
sentences 

Number of 
words 

Training 10350  296728 

Development 600 16520 
Test   500 15204 

 
Table 1: Corpus Statistics 

 

 BLEU NIST 

Baseline  13.045 4.25 
Inflectional 15.237 4.79 

Derivational+ 
Inflectional 

15.824 4.85 

 

Table 2: Automatic Evaluation Scores 
 
Table 1 show the corpus statistics and table 2 
shows the automatic evaluation scores. The 
incorporation of derivational morphemes 
improves the BLEU and NIST scores by 
capturing a larger coverage of word forms. 

6 Conclusion and Future Direction 

With the present work, we have identified a 
novel approach to integrate finer linguistic 
details into the translation model by taking into 
account of the syntactic information from the 
source side and derivational and inflectional 
morphemes from the target side. Though 
English-Manipuri parallel corpora is limited in 
size, the performance of the SMT system is 
improved by taking into account of the above 
mentioned morphemes and thus helping to 
address the data sparsity problem for developing 
SMT systems between English and highly 
agglutinative and morphologically rich language 
like Manipuri. Our stress is mainly on the noun 
and verb morphology. Figure 8 shows the 
variations in the output of different models 
based on subjective evaluation. The automatic 
evaluation metrics shows the improvement of 
the scores for translation models catering more 
linguistic morphemes than the baseline models. 
The scalability of the present task is to develop 
SMT system between English and 
morphologically rich languages but with limited 
parallel corpora. 
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Abstract

We aim to use statistical machine transla-
tion technology to correct grammar errors and
style issues in monolingual text. Here, as a
feasibility test, we focus on depassivization in
German and we abstract from surface forms to
parts of speech. Our results are not yet satis-
factory but yield useful insights into directions
for improvement.

1 Introduction

There exist software applications that identify errors
in text and, in some instances, automatically gen-
erate possible corrections. However, they are not
yet sophisticated enough to correct most grammar
errors and style issues. We aim to train instances
of the statistical machine translation (SMT) system
Moses (Koehn et al, 2007) to perform monolingual
reformulations aimed at correcting specific grammar
and style issues. In other words, the system will
‘translate’ from error-filled text to correct text in the
same language. If successful, this approach could be
used to extend the capacity of existing text-checking
software to generate corrections.

This work is at an early stage. What we present
here is a feasibility test that is limited to a specific
language and style issue: avoiding passive voice
in German. Furthermore, we abstract from surface
forms to parts of speech (POSes), thereby admit-
tedly glossing over some complications, as we will
show.

2 Related Work

This is related to earlier work on statistical post-
editing. Dugast et al (2007), for example, trained
Moses on a parallel corpus that paired the out-
puts of SYSTRAN, a rule-based machine translation
(RBMT) system, with gold-standard human trans-
lations of the same input sentences. That is, they
trained an SMT system to correct RBMT errors. Our
training data, in contrast, pairs human-written sen-
tences containing errors with human-edited versions
of the same sentences in which the errors have been
corrected.

This is also related to work in which POS infor-
mation is used in SMT. Popović and Ney (2007) and
Genzel (2010), for example, perform POS-based re-
ordering on source-language sentences in order to
make them more like the target language and thereby
reduce the amount of reordering that must be per-
formed by the SMT system. Stated more generally,
they use POS information in a preprocessing step
that makes the SMT task easier.

We, in contrast, provide the POSes as input to
the SMT system itself, which makes our work more
similar to work in the area of factored translation
models. Koehn and Hoang (2007) presented these
models and described experiments in which they
were used as a means of annotating SMT training
data with POSes and other lexical information. We
do not technically use factored models, though, as
we train our SMT systems on the POSes alone rather
than on surface forms annotated with POSes.
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3 Experiment Method and Results

Concisely, our method is as follows.

· check German text segments using Acrolinx

· manually correct issues identified by Acrolinx
flags

· select segment pairs (before and after editing)
in which the only edit was a depassivization

· convert segments to POS-tag sequences

· where two segment pairs are duplicates at POS-
tag level, discard one

· partition segments into training/tuning/test sets

· train and tune SMT depassivizer and apply it to
test set

· evaluate test output automatically and manually

The following subsections describe the method in
more detail.

3.1 Data
We started from approximately 77,000 German
text segments from the OPUS corpus (Tiedemann,
2012). This consists of technical documentation of
the OpenOffice office productivity software suite.
We checked these segments using Acrolinx, a com-
mercial text-checking software product that flags
spelling and grammar errors as well as style issues
(as described by Bredenkamp et al (2000)). We then
had a human editor edit the segments in response
to the flags. The editor was not permitted to per-
form any edit that was not in response to a specific
flag, but was permitted to ignore false flags or other
flags for which there was no useful edit. For each
edited segment, the editor noted which flag type(s)
prompted the edit(s). Thus, we can train an SMT
system to correct one specific type of error by se-
lecting as training data just those segments contain-
ing relevant edits. Table 1 shows the number of edits
for the most common flag types.

The most common of all is Avoid passives, a
flag that reflects the stylistic dispreference for pas-
sive voice in, for example, German technical writ-
ing (tekom, 2011). We focus on this flag type be-
cause of the amount of data and because its correc-
tion patterns are largely systematic yet not imple-
mented by existing text-checking software. Thus,

Flag type
# edited
segments

# isolated*

edits
Avoid passives 1411 571

Avoid ambiguous
words

611 291

Avoid parentheses 554 393

Avoid more than two
prepositional phrases

504 140

Use digits 347 178

Avoid pronouns with
unclear referent

340 90

Avoid verbosity 331 121

...
* isolated means there were no edits in the given segment

other than for this flag type

Table 1: Data analysis: Edit count by flag type

we shall try to train Moses to depassivize German
sentences. We use only the isolated edits in order
to avoid confusing the system with unrelated edits.
The available data is thus 571 German OpenOffice
text segments, before and after depassivization by a
human editor, with no other edits. We use a POS
tagger to convert the text segments to sequences of
POS tags. After removing some duplicates among
the segments, we partition the remainder arbitrarily
into training, tuning, and test sets of 517, 20, and 10
POS-tag sequence pairs, respectively.

3.2 Common depassivization patterns
Let us digress for a moment from discussion of our
experimental methodology to look at common de-
passivization patterns, as this will provide context to
our analysis of the behaviour of our translation sys-
tems in the following subsection.

Based on inspection of a sampling of the edits
performed by the human editor in response to Avoid
passives flags, there is one canonical pattern for de-
passivizing German sentences and a second pattern,
less common but still occurring repeatedly, that we
refer to as the verb-swap pattern.

In a canonical depassivization, as illustrated in
figure 1 (in English for the convenience of non-
German-speaking readers),

• the subject noun phrase becomes an object
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NP1-subj is V-PP → NP2-subj V-finite NP1-obj

e.g. ‘The apple is eaten.’ → ‘The man eats the apple.’

Figure 1: Canonical depassivization pattern

noun phrase (NP1-subj becomes NP1-obj),

• the verb is changed from passive to active
voice, which typically involves dropping the
auxiliary verb (is or a related form) and chang-
ing the full verb from participle form to finite
(V-PP becomes V-finite), and

• a new subject noun phrase (NP2-subj) is in-
troduced.

The third point is problematic for automatic de-
passivization. The new subject typically does not
appear in the original sentence (except sometimes
in a prepositional phrase); deciding its identity re-
quires context and world knowledge. The best we
can reasonably hope for from an automatic system
(that operates at surface level) is to insert a ‘dummy’
subject: ‘X eats the apple’. By operating at the POS
level, we bypass this issue.

Also, at the POS level, the first point is not neces-
sarily detectable, in which case the pattern appears
to consist of only two parts: the transformation of
the verb and the introduction of a noun phrase.

NP1-subj is V1-PP → NP1-subj V2-finite

e.g. ‘The image is shown.’ → ‘The image appears.’

Figure 2: Verb-swap depassivization pattern

In the verb-swap pattern (figure 2), the transitive
verb in passive voice is replaced by a semantically
related intransitive verb in active voice.

The decision of when to use this pattern and the
choice of which verb to introduce are both lexi-
cal – they depend semantically on the original verb.
Working at the POS level thus simultaneously com-
plicates matters, by removing information required
for deciding whether to use this pattern, and sim-
plifies them, by freeing the system from having to
select a specific replacement verb.

3.3 Preliminary Results
Using the data described in section 3.1, we train two
Moses systems: one standard phrase-based and one
tree-based.

Since passives in German often involve long-
distance dependencies, tree-based SMT is intuitively
more promising for this task.

Table 2 gives the BLEU scores (Papineni et al,
2002) achieved by the respective systems on our test
set. They suggest that the tree-based system is in-
deed slightly better.

System BLEU

standard 72.57
tree-based 73.56

Table 2: BLEU scores achieved by our two systems

However, manual analysis reveals that the BLEU
score difference is misleading and that both result
sets are equally bad. The problem is that the system
applies parts of the depassivization patterns indepen-
dently of each other, and independently of whether
there is a passive in a given clause.

In figure 3, for example, we see an illustration of
test item #3, in which the standard phrase-based sys-
tem performs only half of the canonical pattern: it
correctly translates the infinitival passive verb form
VVPP VAINF to an active infinitive verb VVINF, but
it fails to insert the missing subject. (We reiterate
that the system input, output, and reference are the
POS sequences; surface forms are shown for the
reader’s convenience.) The tree-based system pro-
duces the exact same result for this item.

The input string of test item #4 (figure 4), mean-
while, consists of two clauses, only the second of
which contains a passive. The first clause should
thus not be modified, but both systems (which,
again, produce the exact same output string) per-
form half of the canonical depassivization, inserting
a noun phrase. On the second clause, the systems
perfectly perform the canonical depassivization, but,
as we see in figure 4, the standard phrase-based sys-
tem appears to be performing it as two independent
changes. One change is the deletion of the verb par-
ticiple VVPP and the other consists of the replace-
ment of the finite auxiliary verb VAFIN with the fi-
nite full verb VVFIN and the insertion of a noun
phrase. The tree-based system similarly performs
these as two independent changes.

Both systems successfully apply the verb-swap
pattern to item #1 (figure 5), producing output iden-
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Figure 3: Test item #3, with output from the standard phrase-based system, including phrase correspondence

Figure 4: Test item #4, split into two lines due to its length, with output from the standard phrase-based system,
including phrase correspondence
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tical to the reference. However, the deletion of
the verb participle VVPP (gestartet ‘started’) and
the insertion of the semantically related finite verb
VVFIN (beginnt ‘begins’) occur in different top-level
phrases, which leads one to suspect that this success
at the POS level would not easily be carried over to
a success at the surface level.

4 Our Plan

To avoid the problem of the system performing de-
passivization steps where there was no passive to
begin with, one could try giving the system infor-
mation on where the Avoid passives flag occurred
within the sentence. One way would be to treat a to-
ken within the flagged region as being of an entirely
different class, e.g. a flagged finite auxiliary verb
might be VAFIN flagged rather than VAFIN.

Another idea for helping the system to learn
where not to apply depassivization would be to add
training data in which no passive occurs, and thus in
which the source and target segments are identical.

The depassivization of German sentences often
involves long-distance relationships on the input
side which disappear in the output due to the elim-
ination of the auxiliary verb. Braune et al (2012)
extend hierarchical SMT with a method to extract
an additional and separate set of rules specifically
for long-distance reorderings. An SMT depassivizer
such as ours may benefit from incorporation of their
method. It seems therefore promising to investigate
this in future work.

The 517 segment pairs containing depassivization
form an excruciatingly small training set by the stan-
dards of SMT, so an obvious approach to improv-
ing the results is to get more data, which means col-
lecting German passive sentences and depassivizing
them by hand.

If an SMT system proves able to depassivize at the
POS level, that would give us reason to expect that it
could do the same at the surface level given enough
data. That said, a POS-level SMT depassivizer could
in itself perhaps be useful as a component of an au-
tomatic surface-depassivizer that uses heuristics to
guess the output words from the alignments between
the input words and the output POSes.

5 Conclusions

Using statistical machine translation technology, we
produced systems that are sometimes able to depas-
sivize German sentences represented at the part-of-
speech level, though not with sufficient consistency
to be useful. Nonetheless, our preliminary results
show some possibility that this strategy has the po-
tential to be successful. Our results are preliminary
since we used a tiny data set consisting of 517, 20,
and 10 text segment pairs for training, tuning, and
test sets, respectively. We were limited to this size
because the data is slow and expensive to produce,
as each segment must be edited by a human. We pre-
sented ideas for improving the system, and if these
prove fruitful and we are able to achieve an auto-
matic German depassivizer, it opens the door to pos-
sibly automating the correction of a variety of other
grammar and style issues in various languages using
the same technique.
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