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Abstract

The Computer-Assisted Translation (CAT) paradigm tries to integrate hu-
man expertise into the automatic translation process. In this paradigm,
a human translator interacts with a translation system that dynamically
offers a list of translations that best completes the part of the sentence that
is being translated. This human-machine sinergy aims at a double goal, to
increase translator productivity and ease translators’ work. In this paper,
we present a CAT system based on stochastic finite-state transducer tech-
nology. This system has been developed and assessed on two real parallel
corpora in the framework of the European project TransType2 (TT2).

1 Introduction

Information technology advances in modern
society have led to the need of more efficient
methods of translation. It is important to
emphasise that current Machine Translation
(MT) systems are not able to produce ready-
to-use text. Indeed, MT systems are usually
limited to specific semantic domains and the
translations provided require post-editing in
order to achieve a correct translation.

A way of taking advantage of MT sys-
tems is to combine them with the knowl-
edge of a human translator by means of a
Computer-Assisted Translation (CAT) sys-
tem. In a CAT system, the user can amend
the translation offered by the MT system,
as the system takes into account these cor-
rections to improve its translation. In this
type of systems, the translator can work in a
more comfortable way because of the greater
freedom to make changes at any time while
the translation is in progress.

∗This work has been supported by the European
Union under the IST Programme (IST-2001-32091)
and the Spanish project TIC2003-08681-C02.

The CAT approach has two important as-
pects: the models need to provide adequate
completions and they have to do so effi-
ciently under usability constrains. To fulfill
these two requirements, Stochastic Finite-
State Transducers (SFST) have been se-
lected since they have proved to be able
to provide adequate translations (Knight &
Al-Onaizan, 1998; Amengual et al., 2000;
Bangalore & Riccardi, 1995). In addition,
efficient parsing algorithms can be easily
adapted in order to provide completions.

The rest of the paper is structured as fol-
lows. Next section introduces the general
setting for MT and finite-state models. In
Section 3, the search procedure for interac-
tive translation is explained. Experimental
results are presented in Section 4. Finally,
some conclusions and future work are ex-
posed in Section 5.



2 Machine translation with

finite-state transducers

In a probabilistic framework, given a source
sentence s, the goal of MT is to find a target
sentence t̂ that:

t̂=argmax
t

Pr(t | s) = argmax
t

Pr(t, s). (1)

The joint distribution Pr(t, s) can be mod-
elled by a SFST T (Picó & Casacuberta,
2001):

t̂=argmax
t

Pr(t, s)≈argmax
t

PrT (t, s). (2)

It should be noted that the maximisation
problem stated above is NP-hard (Casacu-
berta & Higuera, 2000). Nevertheless, ad-
equate approximations can be obtained by
neans of efficient search algorithms, like
Viterbi (Viterbi, 1967) for the best path
and the Recursive Enumeration Algorithm
(REA) (Jiménez & Marzal, 1999) for the n-
best paths. SFSTs have been successfully
applied to many translation tasks (Amen-
gual et al., 2000; Casacuberta et al., 2004).

A possible way of learning SFSTs from
training data is the Grammatical Inference
and Alignments for Transducer Inference
(GIATI) technique (Casacuberta & Vidal,
2004). Given a finite sample of source-target
sentence pairs, it works in three steps:

1. Building training strings: Each train-
ing pair is transformed into a single
string from an extended alphabet to
obtain a new sample of strings. The
“extended alphabet” contains words or
substrings from source and target sen-
tences coming from training pairs.

2. Inferring a (stochastic) regular gram-
mar: Typically, a smoothed n-gram is
inferred from the sample of strings ob-
tained in the previous step.

3. Transforming the inferred regular
grammar into a transducer: The sym-
bols associated to the grammar rules
are adequately transformed back into
source/target symbols.

The transformation of a parallel corpus
into a corpus of single sentences is performed
with the help of statistical alignments: each
word is joined with its translation in the out-
put sentence, creating an “extended word”.
This joining is done taking care not to in-
vert the order of the output words. The
third step is trivial with this arrangement.
In our experiments, the alignments are ob-
tained using the GIZA++ software (Och &
Ney, 2000), which implements IBM statisti-
cal models (Brown et al., 1993).

3 Interactive search

The CAT paradigm introduces a new factor
tp into the general MT equation (Eq. 1). tp

represents a prefix of the target sentence ob-
tained as a result of the interaction between
the human translator and the MT system.

An example of this interaction is shown in
Fig. 1. In each iteration, a prefix (tp) of the
target sentence has somehow been fixed by
the human translator in the previous itera-
tion and the CAT system computes its best
(or n-best) translation suffix hypothesis (t̂s)
to complete this prefix.

Given tpt̂s, the CAT cycle proceeds by let-
ting the user establish a new, longer accept-
able prefix. To this end, he or she has to
accept a part (a) of tpt̂s (or, more typically,
just a prefix of t̂s). After this point, the
user may type some keystrokes (k) in order
to amend some remaining incorrect parts.
Therefore, the new prefix typically encom-
passes tp followed by the accepted part of
the system suggestion, a, plus the text, k,
entered by the user. Now this prefix, tp ak,
becomes a new tp, thereby starting a new
CAT prediction cycle.

Ergonomics and user preferences dictate
exactly when the system can start its new
cycle, but typically, it is started after each
user-entered word or even after each new
user keystroke.

Perhaps the simplest formalization of the
process of hypothesis suggestion of a CAT
system is as follows. Given a source text
s and a user validated prefix of the target
sentence tp, search for a suffix of the tar-
get sentence that maximises the a posteriori

probability over all possible suffixes:



ITER-0 (tp) ( )

ITER-1

(t̂s) (Haga clic para cerrar el diálogo de impresión)
(a) (Haga clic)
(k) (en)
(tp) (Haga clic en)

ITER-2

(t̂s) (ACEPTAR para cerrar el diálogo de impresión)
(a) (ACEPTAR para cerrar el)
(k) (cuadro)
(tp) (Haga clic en ACEPTAR para cerrar el cuadro)

FINAL

(t̂s) (de diálogo de impresión)
(a) (de diálogo de impresión)
(k) (#)

(tp ≡ t) (Haga clic en ACEPTAR para cerrar el cuadro de diálogo de impresión)

Figure 1: Example of a CAT system interaction to translate into Spanish the English sentence “Click

OK to close the print dialog” extracted from a printer manual. Each step starts with a previously
fixed target language prefix tp, from which the system suggests a suffix t̂s. Then the user accepts part
of this suffix (a) and types some keystrokes (k), in order to amend the remaining part of ts. This
produces a new prefix, composed by the prefix from the previous iteration and the accepted and typed
text, (a) (k), to be used as tp in the next step. The process ends when the user enters the special
keystroke ”#”. In the final translation, t, all the text that has been typed by the user is underlined.

t̂s = argmax
ts

Pr(ts | s, tp) . (3)

Taking into account that Pr(tp | s) does
not depend on ts, we can write:

t̂s = argmax
ts

Pr(tpts | s) , (4)

where tpts is the concatenation of the given
prefix tp and a suffix ts. Eq. 4 is similar to
Eq. 1, but here the maximisation is carried
out over a set of suffixes, rather than full
sentences as in Eq. 1. This joint distribu-
tion can be adequately modeled by means
of SFSTs (Civera et al., 2004b).

The solution to this maximisation prob-
lem has been devised in two phases. The
first one copes with the extraction of a word
graph W from a SFST T given a source sen-
tence s. In a second phase, the search of the
best translation suffix (or suffixes) accord-
ing to the Viterbi approach (Viterbi, 1967)
is performed over the word graph W given
a prefix tp of the target sentence.

3.1 Word graph derivation

A word graph is a compact representation of
all the possible translations that a SFST T
can produce from a given source sentence
s (Civera et al., 2004b, 2004a). In fact,
the word graph could be seen as a kind of
weighted finite-state automaton in which the
probabilities are not normalized.

There are a couple of minor issues to deal
with in this construction. On the one hand,
the output symbol for a given transition
could contain more than one word. In this
case, auxiliary states were created to assign
only one word for each transition and sim-
plify the posterior search procedure. On the
other hand, it is possible to have words in
the input sentence that do not belong to the
input vocabulary in the SFST. This problem
is solved with the introduction of a special
generic “unknown word” in the input vocab-
ulary of the SFST.

Intuitively, the word graph generated re-
tains those transitions in the SFST that were
compatible with the source sentence along
with their transition probability and output
symbol(s). Those states that are reached at
the end of the parsing process of the source
sentence, over the SFST, are considered fi-
nal states (as well as those states reachable
with λ-transitions from them).

Once the word graph is constructed, it can
be used to find the best completions for the
part of the translation typed by the human
translator. Note that the word graph de-
pends only on the input sentence, so it is
used repeatedly for finding the completions
of all the different prefixes provided by the
user.



3.2 Search for n-best translations

given a prefix of the target sen-

tence

Ideally, the search problem consists in find-
ing the target suffix ts that maximises the a

posteriori probability given a prefix tp of the
target sentence and the input sentence s, as
described in Eq. 4. To simplify this search,
it will be divided into two steps or phases.
The first one would deal with the parsing
of tp over the word graph W. This pars-
ing procedure would end reaching a set of
states Q′

p
that define paths from the initial

state whose associated translations include
tp. To clarify this point, it is important to
note that each state q in the word graph de-
fines a set of translation prefixes Pq. This
set of translation prefixes is obtained from
the concatenation of the output symbols of
the different paths that reach this state q

from the initial state. Therefore, the set Pq

of each state in Q′
p

includes tp. The second
phase would be the search of the most prob-
able translation suffix from any of the states
in Q′

p
. Finally, the complete search proce-

dure extracts a translation from the word
graph whose prefix is tp and its remaining
suffix is the resulting translation suffix ts.

3.2.1 Error-correcting parsing.

In practice, however, it may happen that tp

is not exactly present in the word graph W.
The solution is not to use tp but a prefix t′

p

that is the most similar to tp in some string
distance metric. The metric that will be em-
ployed is the well-known minimum edit dis-
tance based on three basic edit operations:
insertion, substitution and deletion. There-
fore, the first phase introduced in the previ-
ous paragraph needs to be redefined in terms
of the search for those states in W whose set
Pq contains t′

p
; that is, the set of states Q′

p
.

It should be remarked that t′
p

is not unique,
but there exist a set of prefixes in W whose
minimum edit distance to tp is the same and
the lowest possible.

Given a translation prefix tp, the com-
putation of Q′

p
is efficiently carried out by

applying an adapted version of the error-
correcting algorithm for regular grammars
over the word graph W. This algorithm re-

turns the minimum edit cost c(q) with re-
spect to tp for each state q in W. To be
more precise, this minimum edit cost is the
lowest minimum edit cost between tp and
the set of prefixes Pq of each state q.

Once the set Q′
p

has been computed, the
search of the most probable translation suf-
fix could be calculated from any of the states
in Q′

p
.

Furthermore, it may be the case that
a user prefix ends in an incomplete word
during the interactive translation process.
Therefore, it is necessary to start the trans-
lation suffix by a word that best completes
this unfinished word.

3.2.2 N-best search.

The actual implementation of this CAT sys-
tem is able to provide a set of different trans-
lation suffixes, instead of a single suggestion.
To this purpose, an algorithm that searches
for the n-best translation suffixes in a word
graph is required. Among the n-best algo-
rithms available, the Recursive Enumeration
Algorithm (REA) described in (Jiménez &
Marzal, 1999) was selected. The main two
reasons that support this decision are its
simplicity to calculate best paths on demand
and its smooth integration with the error-
correcting parsing algorithm. Basically, the
interaction between these two algorithms,
error-correcting and n-best, consists in the
supplement of the state qp by the former, so
that the n-best translation suffixes can be
calculated from this state by the latter.

The version of REA included in the CAT
system, which is being described, stores for
each state q in W, the sorted list of cur-
rent best paths (in the form of next state
in the best path) from q to any final state.
The length of this sorted list depends on the
number of transitions leaving q. During the
initialisation of REA, the initial sorted list of
best paths for each state is calculated start-
ing from the final states and visiting the rest
of states in backward topological order. This
last condition imposes a total order in Q′

that favours the efficient calculation of the
sorted list of best paths. This is so because
each state is visited only once, and once the
best paths of the preceding states have al-



ready been computed.

Then, among the set of states in Q′
p

from
which the n-best translation suffixes need to
be calculated, REA first extracts the 1-best
path from the set of states Q′

p
, since it was

precomputed during REA initialisation. If
n > 1, then the next best path will be ob-
tained. The next best path can be found
among the candidate paths still left in the
sorted list of states in Q′

p
and the second

best path in the 1-best state through the
transition traversed in the 1-best path just
extracted.

This fact requires the recursive calculation
of the second best path (whenever exists)
through the states visited in the 1-best path.
This same rationale is applied to the calcu-
lation of subsequent best paths until n-best
different translation suffixes have been ob-
tained or no more best paths can be found.

4 Experimental framework

and results

The SFST models introduced in the pre-
vious sections were assessed through some
series of experiments with two different
corpora that were acquired and prepro-
cessed in the framework of the TransType2
(TT2) project (Atos Origin, Instituto Tec-
nológico de Informática, RWTH Aachen,
RALI Laboratory, Celer Soluciones and
Société Gamma and Xerox Research Centre
Europe, 2001). In this section, these cor-
pora, the assessment metrics and the results
are presented.

4.1 XRCE and EU corpora

Two bilingual corpora from different seman-
tic domains were used in the evaluation
of the CAT system described. The lan-
guage pairs involved in the assessment were
English/Spanish, English/French and En-
glish/German.

The first corpus, namely XRCE corpus,
was obtained from a miscellaneous set of
printer user manuals. Some statistics of this
corpus are shown in Table 1.

The English manuals are different in each
pair of languages. The size of the vocabulary
in the training set is about 25.000 words in

most of the language pairs. In the test set,
even though all test sets have similar size,
perplexity varies abruptly over the different
language pairs.

The second dataset was compiled from the
Bulletin of the European Union, which ex-
ists in the 11 official languages of the Euro-
pean Union and is publicly available on the
Internet. This dataset is known as the EU

corpus. A summary of its features is pre-
sented in Table 1.

The size of the vocabulary of this cor-
pus is at least three times larger than that
of the XRCE corpus. These figures to-
gether with the amount of running words
and sentences reflect the challenging nature
of this task. However, the perplexity of
the EU test set is similar to that of the
XRCE. This phenomenon can be intuitively
explained through the more uniform gram-
matical structure of the sentences in the EU

corpus.

4.1.1 Corpora preprocessing

In order to reduce the corpora complexity,
a preprocess module was implemented. In
this way, models could be learnt more accu-
rately. Vocabulary size was cut down con-
siderably (up to a 70%), implying an incre-
ment in the number of running words (less
than 20%). As a result, perplexity decreased
up to seven points, which allowed a better
transducer inference.

The developed preprocess had three main
parts: tokenization, lower case conversion
and categorization. Tokenization basically
consisted in the separation of the punctua-
tion marks from the words. After that, all
the characters were lowercased. Finally, a
categorisation of some types of words was
carried out. The idea was to replace those
words that remain invariable in all the lan-
guages with a category label.

This preprocess was also applied in the
translation process, since the models were
learnt on the preprocessed version of the cor-
pora. Consequently, prefixes written by the
user had also to be preprocessed. In addi-
tion, a postprocess module was needed to
make the translations given by the system
legible by the user, undoing all the changes



Table 1: The “XRCE” and “EU” corpora English(En) to/from Spanish(Sp), German(Ge) and
French(Fr). Trigrams models were used to compute the test perplexity. (K denotes ×1.000, and
M denotes ×1.000.000).

XRCE EU
En/Sp En/Ge En/Fr En/Sp En/Ge En/Fr

T
ra

in Sent. pairs (K) 56 49 53 214 223 215
Run. words (M) 0.6/0.7 0.6/0.5 0.6/0.7 5.9/6.6 6.5/6.1 6.0/6.6
Vocabulary (K) 26/30 25/27 25/37 84/97 87/153 85/91

T
es

t Sentences (K) 1.1 1.0 1.0 0.8 0.8 0.8
Run. words (K) 8/9 9/10 11/10 20/23 20/19 20/23
Perplexity 107/60 93/169 193/135 96/72 95/153 97/71

introduced by the preprocess (i.e. uncate-
gorisating, suitably uppercasing and joining
punctuation marks to words).

4.2 Translation quality evaluation

The evaluation metrics used in this work
were aimed at estimating the effort reduc-
tion, in terms of key strokes and/or mouse
actions, that a translator would enjoy when
using the CAT system. Specifically, the fol-
lowing three CAT evaluation metrics were
considered:

• Key-Stroke Ratio (KSR). Number of
“key strokes” that should be needed to
obtain the reference translation divided
by the number of running characters.

• Mouse-Action Ratio (MAR). Number
of “mouse movements” plus an extra
“mouse action” accounting for the ac-
ceptance of the final correct translation.
A mouse movement is assumed to hap-
pen between key strokes which are in
non-consecutive positions. It models
the effort to position the cursor each
time the user would need to amend a
part of the system translation.

• Key-Stroke and Mouse-Action Ratio

(KMSR). KSR plus MAR.

KSR reflects the ratio between the num-
ber of key-stroke interactions of a fictitious
user when translating a given text using a
CAT system compared to the number of key-
stroke interactions, which this user would
need, to translate the same text without us-
ing a CAT system. The second measure un-
der consideration is KMSR (the calculation

of MAR is straightforward given KSR and
KMSR) offers a better approximation to the
total amount of work that a translator would
be saving when translating using a CAT sys-
tem.

4.3 Experimental results

These experimental results were obtained
with GIATI transducers based on smoothed
trigram language models for the XRCE cor-
pus and smoothed 5-gram language models
for the EU corpus (see Table 2).

The translation metrics presented in the
previous section were calculated on an inde-
pendent test set when translating from En-
glish into a non-English language, as shown
on the left-most column of Table 2. Similar
results were obtained when translating from
a non-English language into English. More-
over, the results were obtained assuming two
possible cases, the CAT system only offers
the best translation or the 5-best transla-
tions. In the latter case, the calculation of a
given assessment metric was conducted con-
sidering that translation out of the five sug-
gested translations that most minimises the
corresponding error measure. As expected,
there is a notable improvement when com-
paring 1-best to 5-best translation accuracy.

Analysing the results achieved with the
XRCE corpus, it is observed that the KSR
and KSMR rates for English-Spanish are
substantially lower than those obtained in
the rest of language pairs. A possible rea-
son that explains these error rate discrepan-
cies between English-Spanish with respect to
English-German and English-French could
be found in the test perplexity differences



Table 2: KSR and KSMR [%] for the XRCE (left) and EU (right) corpora using SFST as models.

1-best 5-best
XRCE KSR KSMR KSR KSMR

EnEs 13.00 21.83 11.22 19.19
EnDe 30.56 45.72 27.43 41.78
EnFr 30.19 43.81 27.29 40.10

1-best 5-best
EU KSR KSMR KSR KSMR

EnEs 21.32 33.04 19.30 29.94
EnDe 23.42 35.85 21.47 32.98
EnFr 19.51 30.08 17.50 27.04

shown in Table 1. The Spanish test perplex-
ity is significantly lower than that of the rest
of languages and this fact is transformed into
better translation results.

This rationale is compatible with the re-
sults obtained for the EU corpus. In these
results, the English-Spanish experiment ex-
hibits similar error rates to those of the
English-French pairs, but somewhat better
than those of the English/German pairs.
This same tendency is followed by the per-
plexity values appearing in Table 1. As ob-
served, the German language seems to be
more complex than the other languages and
this is reflected in Table 2.

The figures of Table 2 clearly manifest
a productivity gain when using the CAT
system presented in this work. For exam-
ple in the XRCE corpus, using five sug-
gestions and translating from English into
Spanish, the user would only need to per-
form 11.22% of the key-stroke interactions
that would be required without this CAT
system. On the other hand, the KSR results
for the English-French and English-German
experiments are 30.19% and 30.56%, respec-
tively. Even in these cases, the number of
key-stroke interactions is one third of that
that would entail translating the same test
set without a CAT system. If we consider
the mouse interaction in the CAT evalua-
tion, we can observe a 50% increment in
the interaction rates, key strokes plus mouse
actions, for most of the language pairs in
both corpora. These figures reflect the fact
that the productivy gain that CAT systems
would theoretically provide is somewhat re-
duced by the interaction scheme that CAT
systems required.

In the EU corpus, the best KSR results
were obtained for the English-French ex-
periment, followed by the English-Spanish

results and, finally, the worst results were
achieved for English-German. Despite the
important difference in size between XRCE

and EU, the results are similar and for some
language pairs even lower in the EU corpus.
As previously mentioned, the perplexity fig-
ures of both corpora partially explain these
results. For instance, the English-French
and English-German experiments present
lower perplexity figures and better results in
the EU corpus than in the XRCE corpus.

5 Conclusions and future

work

In the present work, SFSTs have been revis-
ited and applied to CAT. In this case, SFSTs
that are easily learnt from parallel corpora
were inferred by the GIATI technique, which
was briefly reviewed. Moreover, the concept
of interactive search has been introduced
in this paper along with some well-known
techniques, i.e. error-correcting parsing and
n-best paths, that allow the calculation of
the suffix translation that better completes
the prefix written by the user. It is fun-
damental to remember that usability and
response-time are vital features for CAT sys-
tems. CAT systems need to provide transla-
tion suffixes after each user interaction and
this imposes the requirement of very efficient
algorithms to solve the search problem.

The capability of SFSTs to suggest trans-
lation suffixes that aid a human translator
to increase his or her productivity in a CAT
framework should not be neglected. The
results presented on two different corpora
support the advantage of incorporating MT
techniques into the CAT process to reduce
human translator effort without sacrificing
the high quality of the translations.

Given the relatively high possitioning ef-



fort (MAR) observed in the experiments,
it seems worth investigating interaction
modalities which are alternative or comple-
mentary to the traditional keyboard and
mouse. In this respect, the use of speech
interaction has been considered in (Vi-
dal, Casacuberta, Rodŕıguez, Civera, &
Mart́ınez, 2006), with encouraging results.

Finally, the incorporation of confidence
measures (Ueffing & Ney, 2005) and other
appealing techniques (Bender et al., 2005)
into the interactive MT scenario are topics
still to be explored in future research.
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