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Abstract. Context-sensitive alignments are shown to be frequent in
hand-aligned parallel corpora, e.g. in 24%–85% of the sentence pairs in
the corpora documented in [GPCC08]. A O(|G|n6) time strict extension
of inversion transduction grammars (ITGs) [Wu97] called (2,2)-BRCGs
is proposed in [Søg08] that induces such alignments. The increase in
generative capacity comes from the ability to copy strings in derivations,
which means that the (i) intersection of two translations and (ii) the
union of two alignment structures are easily defined. The problem for
real-life applications is how to induce the grammars from available re-
sources; in particular, how to learn when copying is needed. This paper
presents a quadratic time algorithm that reduces the problem of how
to induce (2,2)-BRCGs from m : n-alignments to the same problem
for ITGs by unravelling alignment structures. The algorithm was run
on a parallel corpus in the Copenhagen Dependency Treebank [BK07]
(Danish–English); the ratio of new alignment structures over the number
of sentence pairs was 38.08%. For the ones in [GPCC08], the size of the
corpora increased by a factor of 1.74–2.0.

1 Introduction

Consider the simple example of a translation from English into Danish below:

1. There was a discussion between two women.
2. Der fandt en diskussion sted mellem to kvinder.

The discontinuous constituent in Danish, fandt sted (lit. ’found place’), is
fully idiomatic and therefore necessarily a translation unit. The non-contiguous
noun-preposition pairs, discussion between and diskussion mellem, are perhaps
not idiomatic, but conventionalized and idiosyncratic in the sense that the in-
formation that the nouns select the prepositions in question must be stored in
their lexical entries. It is thus best to treat them as indivisible translation units.
The most plausible alignment in this case is thus as follows:

Th. was a disc. btw. tw. w.

Der fandt en disk. sted ml. to kv.

⋆ This work was supported by the German Research Foundation in the Emmy Noether
project Ptolemaios on grammar learning from parallel corpora.
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It is not difficult to see that this alignment cannot be induced by many
formalisms for syntax-based machine translation, incl. inversion transduction
grammar (ITG) [Wu97], synchronous context-free grammar (SCFG) [Chi07] and
synchronous tree substitution grammar (STSG) [Eis03]. The important part of
the alignment is this:

ai aj

bk bl bm bn

The structure is called a cross-serial discontinuous translation unit (cross-
serial DTU) below. The inability of the above theories to induce cross-serial
DTUs follows from the observation that if bk and bm in the above are generated
or recognized simultaneously in any of the above theories, bl and bn cannot be
generated or recognized simulaneously. This is a straight-forward consequence of
the context-freeness of the component grammars. Context-sensitivity does not,
on the other hand, imply the ability to induce cross-serial DTUs. In synchronous
tree-adjoining grammar (STAG) [SS90], for instance, the adjunction operation
allows us to induce DTUs, but not cross-serial ones.

Cross-serial DTUs are frequent in hand-aligned parallel corpora, e.g. the
ratios of cross-serial DTUs over sentences modulo translation units in the cor-
pora documented in [GPCC08] are 24%–85%. The lowest ratio was for Spanish–
French, the highest for English–Portuguese. The numbers are summarized in
Figure 1.

Snt. TUs DTUs DTUs/Snt. CDTU-ms CDTU-ms/Snt.

English–French: 100 937 95 95% 38 38%
English-Portuguese: 100 941 100 100% 85 85%
English–Spanish: 100 950 90 90% 50 50%
Portuguese–French: 100 915 77 77% 27 27%
Portuguese–Spanish: 100 991 80 80% 55 55%
Spanish–French 100 975 74 74% 24 24%

Fig. 1. Frequency of cross-serial DTUs in the hand-aligned parallel corpora docu-
mented in [GPCC08].

[Søg08] introduces a O(|G|n6) strict extension of ITGs called binary two-
variable bottom-up non-erasing range concatenation grammars ((2, 2)-BRCGs).
In (2, 2)-BRCGs the above pair of input strings would be copied and parsed
twice; the alignment of each DTU is then induced by the parse of a separate
copy. Here’s an example of a clause that induces an alignment of one of the
DTUs, but leaves the other nodes unaligned (see below for a formal definition
of (2, 2)-BRCGs):

VP(was X1X2, fandt X1sted X2) → NP(X1, X2)PP(X1, X2)
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Intuitively, was translates into fandt sted, but in Danish an object NP with
its PP argument postponed may intervene between the two words.

The problem for real-life application of course is how to induce such grammars
from available resources; in particular, how to learn when copying is needed. This
paper presents a quadratic time algorithm that reduces the problem of how to
induce (2, 2)-BRCGs from m : n-alignments to the same problem for ITGs. In
particular, it is linear in the size of the alignment structure and thereby quadratic
in the length of the sentence pair.

2 (2,2)-BRCGs

The introduction to (2,2)-BRCGs is very brief, but lengthier introductions and
more examples can be found in [Bou98] and [Søg08].

Definition 1 ((2,2)-RCGs). (2,2)-RCGs are 5-tuples G = 〈N,T, V, P, S〉. N
is a finite set of predicate names with an arity function ρ: N → {1, 2}, T and V
are finite sets of terminal and non-terminal symbols. P is a finite set of clauses of
the form ψ0 → φ, φ = ψ1 . . . ψm, where 0 ≤ m ≤ 2 and each of the ψi, 0 ≤ i ≤ m,
is a predicate of the form A(α1, . . . , αρ(A)). Each αj ∈ (T ∪ V )∗, 1 ≤ j ≤ ρ(A),
is an argument. S ∈ N is the start predicate name with ρ(S) = 2.

A (2,2)-RCG is said to be bottom-up non-erasing, i.e. a (2,2)-BRCG, if and
only if for all clauses c ∈ P all variables that occur in the RHS of c also occur
in its LHS of c.

The language of a (2,2)-BRCG is based on the notion of range. For a string
pair w1 . . . wn, vn+2 . . . vn+m a range is a pair of indices 〈i, j〉 with 0 ≤ i ≤ j ≤ n

or n < i ≤ j ≤ n+m, i.e. a string span, which denotes a substring wi+1 . . . wj

in the source string or a substring vi+1 . . . vj in the target string. Only conse-
qutive ranges can be concatenated into new ranges. Terminals, variables and
arguments in a clause are bound to ranges by a substitution mechanism. An
instantiated clause is a clause in which variables and arguments are consis-
tently replaced by ranges; its components are instantiated predicates. For ex-
ample A(〈g . . . h〉, 〈i . . . j〉) → B(〈g . . . h〉, 〈i + 1 . . . j − 1〉) is an instantiation of
the clause A(X1, aY1b) → B(X1, Y1) if the target string is such that vi+1 = a and
vj = b. A derive relation =⇒ is defined on strings of instantiated predicates. In an
instantiated predicate is the LHS of some instantiated clause, it can be replaced
by the RHS of that instantiated clause. The language of a (2,2)-BRCG G =

〈N,T, V, P, S〉 is the set L(G) = {〈w1 . . . wn, v1 . . . vm〉 | S(〈0, n〉, 〈0,m〉)
∗

=⇒ ǫ}.
In other words, an input string pair 〈w1 . . . wn, v1 . . . vm〉 is recognized if and
only if the empty string can be derived from S(〈0, n〉, 〈0,m〉).

Example 1 The grammar G = 〈N,T, V, P, S〉 with the clauses P below induces
the alignment structure discussed in the introduction. The initial substrings, there
and der, and the final substrings, two women and to kvinder, are ignored for
brevity, since they translate directly into each other.
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(1) A0(X1, Y1) → A1(X1, Y1)A2(X1, Y1)
(2) A1(was X1, fandt Y1sted Y2) → NPP(X1)NP(Y1)P(Y2)
(3) A2(X1a disc. btw ., Y1en disk . Y2ml . Y2) → V (X1)V (Y1)Prt(Y2)
(4) NPP(a disc. btw .) → ǫ

(5) NP(en disk .) → ǫ

(6) P(ml .) → ǫ

(7) V (was) → ǫ

(8) V (fandt) → ǫ

(9) Prt(sted) → ǫ

A possible derivation of 〈was a discussion between, fandt en diskussion sted
mellem〉 is:

A0(〈0, 4〉, 〈0, 5〉)
=⇒ A1(〈0, 4〉, 〈0, 5〉)A2(〈0, 4〉, 〈0, 5〉) by (1)
=⇒ NPP(〈1, 4〉)NP(〈1, 3〉)P(〈4, 5〉)A2(〈0, 4〉, 〈0, 5〉) by (2)
=⇒ A2(〈0, 4〉, 〈0, 5〉) by (4–6)
=⇒ V (〈0, 1〉)V (〈0, 1〉)Prt(〈3, 4〉) by (3)
=⇒ ǫ by (7–9)

Note, however, that what buys us the extra expressivity is clauses of the
form:

A0(X1, Y1) → A1(X1, Y1)A2(X1, Y1)

Clauses of this form allows us to take the intersection of two arbitrary transla-
tions recognized by (2,2)-BRCGs. Since there is a simple translation from ITGs
into (2,2)-BRCGs, this means that (2,2)-BRCG recognizes the intersective clo-
sure of translations recognized by ITGs, incl., for instance, {〈anbmcndm, ancnbm

dm〉 | m,n ≥ 0}.

3 Unraveling alignments with DTUs

The following algorithm reduces the induction problem of (2,2)-BRCG to the
same problem for ITGs by unraveling the relevant subgraphs. Say A is an align-
ment structure, and CoAligned(A) is the set of tuples of the ordered sequences
of integers 〈i . . . j, k . . . l〉 such that the words in the source string at positions
i . . . j and the words in the target string at positions k . . . l form a translation
unit. Inside-out alignments [Wu97] are ignored, since the task is only to reduce
the induction problem to that for ITGs, but they are easily handled too. Simply
add a subprocedure insideout that removes a translation unit to a new alignment
structure if it is the left-most source string element in an inside-out alignment.
Costly search is avoided if, as e.g. in the Copenhagen Dependency Treebank, A
is read as an ordered sequence of the elements of CoAligned(A), ordered by the
first elements in the sequences in the first arguments of the tuples. The overall
runtime will turn quadratic in the size of the alignment structure, i.e. cubic in
the length of the sentence pair.
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function unravel (A):
for α ∈ A

if contiguous (α) returns false
move α to A′

print A′

print A
end function

function contiguous (α):
if α = 〈. . . i (i+ j) . . . , . . .〉, j > 1

return false
elsif α = 〈. . . , . . . i (i+ j) . . .〉, j > 1

return false
else return true
end function

The procedure only visits each translation unit once. Consequently, the over-
all runtime remains quadratic in the length of the sentence pair and linear in
the size of the alignment structure. Say an induction algorithm for ITGs runs
in time O(nk). It now follows that there is an extension of this algorithm for
(2,2)-BRCG that runs in time O(n2 +nk+1), which for all k ≥ 1 equals O(nk+1).

Say, for instance, we have the following alignment structure:

1 2 3 4 5

τ1 τ2 τ3 τ4

11 12 13 14

Our algorithm reads the alignment as an ordered sequence of translation units:
〈〈1, 11 13〉, 〈2 4, 12〉, 〈3, 13〉, 〈5, 14〉. It then unravels the two first translation
units, 〈1, 11 13〉 and 〈2 4, 12〉. The translation units 〈3, 13〉 and 〈5, 14〉 stay in
the original structure, which is now reduced to:

1 2 3 4 5

τ1 τ2 τ3 τ4

11 12 13 14

The three new alignment structures can all be induced by ITGs.
The unravelling algorithm was applied to the Danish–English parallel cor-

pus in the Copenhagen Dependency Treebank [BK07]. The texts are from the
Parole corpora. The aligned corpus is hand-aligned and contains 4,729 sentence
pairs with a total of 110,511 translation units. Our unravelling algorithm pro-
duced 1801 new alignment structures. This number reflects that 1.63% of the
translation units were DTUs.

Our unravelling algorithm was also run on the hand-aligned parallel corpora
documented in [GPCC08], i.e. the first 100 sentences of the Europarl corpus

12th EAMT conference, 22-23 September 2008, Hamburg, Germany

174



for six different language pairs. The size of the corpora increased by a factor of
1.74–2.0. See Figure 1 for details.

4 Conclusion and future work

This paper provides empirical motivation for context-sensitive synchronous rules.
The main obstacle for real-life applications to machine translation is how to
induce context-sensitive grammars from available resources. This paper describes
a linear time algorithm that reduces the induction problem for (2,2)-BRCGs to
the induction problem for ITGs.

An alignment and translation system based on (2,2)-BRCGs is currently be-
ing implemented at the University of Potsdam. It assigns (2,2)-BRCG derivations
to all aligned sentence pairs in a parallel corpus and estimates a probabilistic
grammar from the derivations. It introduces copying clauses for all alignment
structures that are unravelled and uses them to induce complex alignment struc-
tures.
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