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Abstract

Recent advances have allowed algorithms
that learn from aligned natural language
texts to exploit aligned sentences in more
than two languages. We investigate ways
of combining

(
N
2

)
bilingual aligned cor-

pora together to create a multilingual
aligned corpus across N languages. As a
result of the combination of several cor-
pora, our algorithms output a multilingual
corpus, with each aligned tuple assigned
a quality score called ‘strength’ that may
be used when learning from the multilin-
gual corpus. We show that the addition
of bilingual corpora used with alignment
strengths can significantly improve Statis-
tical Machine Translation quality on an
Arabic→English task.

1 Introduction

In Machine Translation, it is desirable and intu-
itive that bridging through languages other than
the source and target should help improve trans-
lation quality between the source and target. By
using bilingual alignments across all pairs of N
languages, (Kumar et al., 2007) was able to gain
in translation quality between two languages by
way of alignment bridges. They describe an ap-
proach to improve Statistical Machine Transla-
tion (SMT) performance using multi-lingual, par-
allel, sentence-aligned corpora in several bridge
languages. Their approach consists of a simple
method for utilizing a bridge language to cre-
ate a word alignment system and a procedure for
combining word alignment systems from multi-
ple bridge languages. They present experiments
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showing that multilingual, parallel text in Span-
ish, French, Russian, and Chinese can be utilized
to improve translation performance on an Arabic-
to-English task. Other papers that use multilin-
gual aligned corpora include (Borin, 2000; Mann
and Yarowsky, 2001; Simard, 1999; Kumar et al.,
2007). With the advent of such learning strategies
requiring a multilingual aligned corpus, it is desir-
able to take existing bilingual aligned corpora and
combine them into a single multilingual aligned
corpus.

We investigate ways of combining
(
N
2

)
bilin-

gual aligned corpora together to create a multi-
lingual aligned corpus across N languages. As a
result of the combination of several corpora, our
algorithms not only output a multilingual corpus,
but each multilingual aligned tuple is further as-
signed a quality score that may be used when
learning. We call the alignment quality measure
produced by the combination procedure the align-
ment’s strength. By using alignment strengths in
a setting similar to (Kumar et al., 2007) we show
that strengths can be used to improve SMT qual-
ity in an Arabic→English task by re-weighing the
training corpus to give higher weight to stronger
alignments. This allowed us to add more bilingual
corpora at training time while consistently improv-
ing translation quality.

The problem of creating multilingual align-
ments from bilingual ones is not trivial. As an
example of the problem being solved, consider 4
sentences A,B, C, D in 4 languages. As part of in-
put, alignments are given between each pair of lan-
guages. For each alignment between two sentences
that exists in the input, an edge is present in Fig-
ure 1. How does one deal with the missing align-
ments (A,D) and (C,D)? Should all 4 sentences
be aligned together in the multingual corpus, or
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Figure 1: Links missing: (A, D) and (C, D).

should D be separated from the clique created by
A,B, C? We explore answers to these questions
and seek the best solution for Arabic→English ma-
chine translation.

We also present experiments that show using
at most one bridge language (i.e. 3 languages
in total) provides the optimal quality gain in our
experiments when training under the framework
presented by (Kumar et al., 2007). Then, using
this observation, we can investigate the benefits of
alignment strengths.

2 Framework

Each bilingual corpus is defined as a triple
(S1, S2,A) where S1 and S2 are finite sets of all
sentences observed in the corpus for language 1
and 2, respectively. A ⊆ S1 × S2 contains align-
ments where each (s1, s2) ∈ A aligns sentence s1

to s2.
Our algorithms take as input

(
N
2

)
aligned bilin-

gual corpora and output a single multilingual cor-
pus across N languages, where each alignment in
the new multilingual corpus is also accompanied
by a quality score, its strength. Thus a multilin-
gual aligned tuple is defined as a (N + 1)-tuple
(S1, · · · , SN ,M) where

M⊆
i=N⋃
i=2

S1 × · · · × Si × R

In other wordsM is a set of alignments between
at most N languages where each alignment is ac-
companied by a quality score. Sj is the set of all
sentences observed for language j. In the case that
N = 2, a multilingual corpus degenerates to a
bilingual corpus.

An important property of our combination al-
gorithm is that all the bilingual tuples from any
of the input corpora will still be available to any
algorithms that are primarily interested in a bilin-
gual corpus i.e. none of the information available
in any of the bilingual corpora is lost. Along with

the added advantage of having a quality score and
alignments to other languages.

Note that even though we call each collec-
tion of alignments a corpus, the same concepts
and ideas introduced in this paper can be applied
to document-level alignments and even sentence-
level alignments, where the documents or sen-
tences are available in more than 2 languages
and are to be used for creation of a multilingual
document-aligned or sentence-aligned corpus.

3 Combining Corpora

3.1 Problem definition
Given

(
N
2

)
bilingual corpora - all pairs amongst

N languages - the goal is to create a sin-
gle multilingual corpus encapsulating all align-
ments within the individual corpora. Of the re-
sult (S1, · · · , SN ,M) it is clear that each of
S1, · · · , SN will simply be the union of the S’s
observed in the bilingual input for each language.
The interesting problem is to generate alignments
spanning more than two languages.

To answer this question, consider the multipar-
tite graph G composed of nodes S1 ∪ · · · ∪ SN ,
where the edge-list is defined as A1 ∪ · · · ∪ A(N

2 )
.

As a multipartite graph, G will have N partitions.
We wish to produceM from G where each α ∈M
will have one entry from each partition, along with
a quality score. In the case that N = 2 it is clear
how to generate M, simply take each edge in the
graph and add its endpoints as a new element of
M; all alignments will have equal strength (de-
fined later), since there is only one set of bilingual
alignments.

However, in case N > 2 the problem becomes
more interesting. Consider N = 4. We face the
problem of deciding which nodes from each parti-
tion should be part of a single 4-tuple. It is clear
that every alignment α ∈ M should be a con-
nected subgraph of G on N or fewer nodes with
each node in a different partition; it must be con-
nected, otherwise there would be no evidence pro-
vided from any input corpora linking two discon-
nected components. Throughout this paper when
we refer to a subgraph of G, we mean a subgraph
of G where all nodes are in different partitions. We
also use the concept of a multilingual alignment
and subgraphs of G interchangeably, as there is an
obvious bijection between the two in our frame-
work.

It is a subtle but important observation that each
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edge from the edgelist must only be involved at
most once in a certain alignment α. If this were
not the case, then we would be over-representing a
particular link between two sentences without jus-
tification.

3.2 Combination

Using all and only the information available in G
we wish to produce M. With that goal, we will
find and remove the connected subgraphs of G on n
nodes, for some 2 ≤ n ≤ N , i.e. remove all edges
in the subgraph from G after adding to M the n-
tuple corresponding to the removed subgraph. Our
motivation is to pick the most dense subgraphs
first, since the number of edges that are involved
in the subgraph counts the number of bilingual
aligned corpora from the input that support the n-
tuple. We say that a bilingual corpus (S1, S2,A)
supports an n-tuple if one of the edges from the
n-tuple’s subgraph exists in A. If all

(
n
2

)
bilingual

corpora support a certain n-tuple, then it is fully
connected and a clique on n nodes. Cliques should
be removed from G and considered high-quality
alignments since they are supported by all input
corpora. However, in our data (Uni, 2006) only
11% of the subgraphs were fully-formed cliques
and often the subgraphs are missing edges. We ex-
ploit this level of agreement amongst the bilingual
corpora to assign each n-tuple a quality score, its
strength. The strength of an n-tuple (and conse-
quently an alignment) is tentatively defined (until
the next section) as the number of edges involved
in the subgraph corresponding to the n-tuple, nor-
malized by the number of possible edges, i.e. the
edge density of the graph.

Note that we are only considering connected
subgraphs on n nodes. To connect n nodes, a
minimum of n − 1 edges are necessary. Thus the
strength of any alignment must be at least n−1

(n
2)

=
2
n , and at most

(
n
2

)
/
(
n
2

)
= 1.

In order for the output of our algorithms to en-
tirely encapsulate all alignments from the input
corpora, for a given n such that n < N , we also
have to deal with sentences that are only part of
subgraphs with n nodes; we call such tuples defi-
cient. To find deficient tuples, we remove all con-
nected N -tuples from G by order of strength. Then
whichever edges remain in G will be participant in
deficient subgraphs. To ensure that such edges are
accounted for, we repeat the same removal process
of subgraphs; only for (N − 1)-tuples. Overall,

the same procedure is applied in order to G for
N -tuples, (N − 1)-tuples, (N − 2)-tuples, · · · ,
2-tuples, until all edges are removed. Exhaustion
of all edges in G is guaranteed to happen when 2-
tuples are removed.

3.3 Strength defined

With the current definition of strength, it is mean-
ingless to compare the strengths of two tuples that
are comprised of different numbers of nodes. In-
deed with the current definition of strength our ex-
periments did not yield effective results. For ex-
ample, 2-tuples always have strength equal to 1,
since the only edge that can connect the two nodes
is present. We wish to assign higher strengths to
alignments that are supported by more input cor-
pora. As an example, a clique on 5 nodes should
have higher strength than a 2-tuple, but with the
current definition of strength the two tuples will
have equal strength. To remedy this situation we
redefine strength to take into account the number
of nodes that are involved in the n-tuple, normal-
ized by the total number of nodes that could poten-
tially be involved. To achieve such discrimination,
we redefine the strength str(α) of an n-tuple α
(and consequently an alignment) as the edge den-
sity of α, dampened by the fraction of potential
languages involved in α. Thus

str(α) =
q(
n
2

) n

N
=

2q

(n− 1)N

where q is the number of edges in α. With this
definition it is now the case that for all α

2
N

2
n

=
4

nN
≤ 2

N
≤ str(α) ≤ 1

since 2
n ≤

q

(n
2)

and 2 ≤ n ≤ N . Figure 2 shows

several alignments with varying strength.

4 Experiments

We now present experiments to demonstrate the
advantages of using alignment strengths. We
also present experiments that show using at most
one bridge language provides optimal quality gain
in our experiments. Our experiments are per-
formed in the open data track of the NIST1

Arabic→English machine translation task.

1http://www.nist.gov/speech/tests/mt/
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Figure 2: Connected subgraphs of G and corre-
sponding strengths. Alignment strengths across
N = 5 languages, G has 5 partitions. Each node is
a sentence in the language labeled.

4.1 Constructing Word Alignment Using a
Bridge Language

Once our multilingual corpus was created as de-
scribed in section 3.2, we have available tuples
of sentences that were translations of each other
across 3 (or more) languages. The alignment
strengths were used to reweigh the corpus, giv-
ing higher weight to stronger alignments, achieved
by simply multiplying any counts using a tuple
by the tuple’s alignment strength. We bridged the
alignments using the same method of (Kumar et
al., 2007). After creating the multilingual corpus,
we have triples of sentences that are translations
of each other in languages F, E, and the bridge
language G: f = fJ

1 , e = eI
1,g = gK

1 . We
use the notation of (Kumar et al., 2007), where
the goal is to obtain posterior probability estimates
for the sentence-pair in FE: (f , e) using the poste-
rior probability estimates for the sentence pairs in
FG: (f ,g) and GE: (g, e). The word alignments
between the above sentence-pairs are referred to
as aFE , aFG, and aGE respectively; the notation
aFE indicates that the alignment maps a position
in F to a position in E.

Set # of Ar words (K) # of sentences
dev1 48.8 2056
dev2 12.5 502
test 39.2 1678

blind 37.1 1799

Table 1: Statistics for the test data.

Under some assumptions, (Kumar et al., 2007)
arrive at the final expression for the posterior prob-
ability FE in terms of posterior probabilities for GF
and EG

P (aFE
j = i|e, f) = (1)

K∑
k=0

P (aFG
j = k|g, f)P (aGE

k = i|g, e)

The above expression states that the posterior
probability matrix for FE can be obtained using a
simple matrix multiplication of posterior probabil-
ity matrices for GE and FG. Similarly, we can ob-
tain posterior probability matrices when more than
3 languages are involved by multiplying several of
these matrices together.

Next we need to combine word alignment pos-
terior probability matrices from many different
bridges, along with the direct alignments posterior
matrix. Suppose we have translations in bridge
languages G1, G2, ..., GN , then we can generate
a posterior probability matrix for FE using one or
more of the bridge languages. In addition, we can
always generate a posterior probability matrix for
FE with the FE alignment model directly without
using any bridge language. These posterior matri-
ces can be combined by simple interpolation. In-
stead of simple interpolation, one could also com-
bine the matrices with specific weights given to
path, but we leave that for future work.

4.2 Training and Test Data
We train alignment models using the Official Doc-
ument System of the United Nations parallel data
(Uni, 2006). This data-set contains documents
from the parliament from 1993 onwards. The cor-
pus is parallel across the six official languages of
the United nations: Arabic (AR), Chinese (ZH),
English (EN), French (FR), Russian (RU), and
Spanish (ES).

To create test sets, we follow the same strategy
as (Kumar et al., 2007) and combine the NIST
2001-2005 Arabic-English evaluation sets into a
pool, that is randomly sampled into two develop-
ment sets (dev1, dev2) and a test set (test) with
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2056, 502, and 1678 sentences respectively. Our
blind test (blind) set is the NIST part of the NIST
06 evaluation set consisting of 1799 sentences. We
report results on the blind set. Some statistics com-
puted on the test data are shown in Table 1. Signif-
icance was tested using a paired bootstrap (Koehn,
2004) with 1000 samples (p < 0.05). BLEU
scores in bold are significantly different from the
baseline.

4.3 Phrase-based SMT system

We use a phrase-based SMT system following
the ideas of (Och and Ney, 2004). First, a list
of phrase-pairs up to length 7 is obtained from
word alignments. Features (Och and Ney, 2004)
are computed over the phrase table. An n-gram
word language model for English is trained on a
monolingual corpus. Finally, Minimum Error Rate
Training (Och, 2003) for the BLEU (Papineni et
al., 2002) quality metric is used to estimate 20 fea-
ture weights over dev1. For decoding we use a
standard dynamic programming beam-search de-
coder (Och and Ney, 2004). A two stage process
is used; first an inventory of the 1000-best hy-
potheses is produced, which is then reordered us-
ing Minimum Bayes-Risk (MBR) decoding (Ku-
mar and Byrne, 2004). The MBR scaling parame-
ter is tuned on dev2.

4.3.1 Results
By multiplying several bridged posterior prob-

ability matrices, we can create bridges of lengths
greater than 3. For example, for translating from
F to E using two bridge languages G1, G2 we
can produce alignment posterior matrices for FG1,
G1G2, G2E and use these to produce FE =
FG1 × G1G2 × G2E. In table 2 we see that us-
ing at most 1 bridge language is the best bridg-
ing strategy. This is because the noise introduced
by bridging through a second language outweighs
any benefits gained by bridging through a single
language. Note that in table 2 each row numbered
n corresponds to using all bridges of length n, of
which there are exponentially many. However, this
is not a problem as n ≤ 4.

Given the results in table 2, we restrict our next
experiments to bridging through a single language,
as that provides the best gain in our experiments.
Using alignment strengths helps us to consistently
add more bilingual corpora while maintaining or
increasing quality. Table 3 shows the gains ob-
tained by adding bilingual corpora involving lan-

# of bridges AR-EN BLEU (%)
0 38.2
1 39.2
2 38.1
3 37.9
4 37.8

Table 2: Results on the blind set. Each row n cor-
responds to combining all bridges of length n. Us-
ing exactly all bridges of length 1 is optimal for
our experiments.

# of languages AR-EN BLEU (%)
2 (AR, EN) 38.2

3 (+ ES) 38.7
4 (+ FR) 38.9
5 (+ RU) 39.1
6 (+ ZH) 39.1

Table 3: Results on the blind set. Each row adds
new bilingual corpora to the corpora from the pre-
vious row.

guages other than AR and EN.

5 Conclusions and Future work

We have presented a method to combine bilingual
aligned corpora into a multilingual aligned cor-
pus in a nontrivial way. We defined the strength
of a multilingual alignment as a metric propor-
tional to the edge density of the alignment. By
using alignment strengths, we observed gains in
Arabic→English machine translation quality. By
adding further bilingual corpora, we show that
alignment strengths can be used to consistently
better translation quality. We also noticed that us-
ing at most one bridge language is optimal in our
experiments.

While all of our work is focused on machine
translation, the simple of idea of reweighing the
training corpus according to alignment strengths
can be applied to other problems where a multi-
lingual corpus is useful. Also, there is potential for
alignment strengths to be used at other points in
the training pipeline, e.g. during word alignment.
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