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Abstract 

Transliteration is the process of proper 

name translation based on pronunciation.  

It is an important process in many multilin-

gual natural language tasks.  A common 

and essential component of transliteration 

approaches is a verification mechanism that 

tests if the two names in different lan-

guages are translations of each other. Al-

though many transliteration systems have 

verification as a component, verification as 

a stand-alone problem is relatively new.  In 

this paper, we propose a simple, effective 

and robust training framework for the task 

of verification.  We show the many appli-

cations of the verification techniques.  Our 

proposed method can operate on both pho-

nemic and orthographic inputs. Our best re-

sults show that a simple, straightforward 

orthographic representation is sufficient 

and no complex training method is needed.  

It is effective because it achieves remark-

able accuracies. It is robust because it is 

language-independent. We show that on 

Chinese and Korean our technique achieves 

equal error rate well below 1% and around 

1% for Japanese using 2009 and 2010 

NEWS transliteration generation share task 

dataset. Our results also show that the or-

thographic system outperforms the phone-

mic system.  This is especially encouraging 

because the orthographic inputs are easier 

to generate and secondly, one does not 

need to resort to more complex training al-

gorithm to achieve excellent results. This 

approach is integrated for proper name 

based cross lingual information retrieval 

without translation.   1 

                                                           
# This work was partially sponsored by "Aim for the Top 

University Plan" of National Taiwan Normal University and 

Ministry of Education, Taiwan. 

1 Introduction 

Proper name transliteration is important in 

many multilingual natural language processing 

tasks, such as Machine Translation (MT), Cross 

Lingual Information Retrieval (CLIR), multilin-

gual spoken document retrieval and transliteration 

mining. The research community has investigated 

automatic proper name transliteration generation. 

The best performance with 10 references is ap-

proximately 70% for alphabet based edit distance 

error (Li et al., 2009). With one reference, the error 

rate can be as high as 50% (Meng et al., 2001; 

Virga and Khudanpur, 2003). If the error rate is 

measured using the whole proper name as a unit, 

the error rate will be even higher.   

Alternatively, method for transliteration veri-

fication starts to draw attention in the research 

community. Given a pair of proper names in the 

source and target languages, the task is to decide 

whether they are transliterations of each other. This 

task is important for many applications.  For ex-

ample, in word alignment (Ittycheriah and Roukos, 

2005), the unknown words are handled by comput-

ing a similarity score with the words in the target 

language.  A similarity score derived from translit-

eration verification has been successfully applied 

to CLIR (Jan et. al., 2010). In their approach, CLIR 

can be achieved without translation of input proper 

name queries. More importantly, this technique is 

extremely useful in creating proper name pair 

training data (Kumaran et al., 2010).  Given the 

vast amount of comparable data on the Internet, a 

technique that can reliably identify name pairs in 

different language is indispensable.  (Kumaran et 

al., 2010) launched a new NEWS Transliteration 

Mining task.  This task depends heavily on the ac-

curacy of proper name verification techniques. In 

this paper, we propose a framework for the prob-

lem of transliteration verification.  We show a 

highly accurate scoring mechanism that achieves 

very impressive results. This mechanism can be 

used as a tool for screening the transliteration par-
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allel corpus, validating good data and filtering out 

bad data. In addition to the applications mentioned 

above, our method can also be used as an evalua-

tion metric.  The research community has been 

using methods such as word error rate, EER, preci-

sion and recall and its many variants as metrics to 

evaluate systems. However, due to homonyms and 

phone-set differences across multiple languages, 

word error rate is not always sufficient to distin-

guish transliteration accuracy. We envision our 

method as a novel and reliable metric in evaluating 

transliteration systems. Its simplicity, accuracy, 

and robustness will serve well as an automatic met-

ric.   

2 Background and Related Work 

The problem of name transliteration was previ-

ously viewed as a translation problem.  Virga and 

Khudanpur (2003) applied SMT models to trans-

late English names into Chinese characters.  

Knight and Graehl (1997) proposed a generative 

transliteration model for Japanese and English us-

ing finite state transducers.  Meng et al. (2001) de-

veloped an English-Chinese Named Entity 

transliteration technique using pronunciation lexi-

con and phonetic mapping rules.  Li et al. (2004) 

proposed direct orthographic mapping with a joint 

source-channel model for proper name translitera-

tion.  

There have also been other approaches to trans-

literation.  Al-Onaizan and Knight (2002) used 

verification as a stepping stone to transliteration. 

More recently, the JHU Workshop (2008) reported 

on the importance of the similarity scoring method 

and conducted a comparative study on the various 

scoring methods for name transliterations.  

Data harvesting is another way of improving 

transliteration.  Additional data source such as 

comparable corpora (Klementiev and Roth, 2006; 

Kuo et al., 2007; Sproat et al., 2006) and the web 

(Jiang et al., 2007) have also been explored to im-

prove the performance. One of the vital building 

blocks in all of these approaches is a scoring com-

ponent that tests how likely a given pair of names 

in source and target languages is transliteration of 

each other.   This is a key component and is the 

aspect we focus on in this work.  We propose a 

method for transliteration verification that achieves 

the best EER compared to other approaches on the 

same dataset.  

Our work differentiates itself from the previous 

work in the following areas.  We take the verifica-

tion as a stand-alone problem the solution of which 

has a variety of NLP applications.  We tackle the 

problem by using highly accurate and robust tech-

niques. The verification task can be cast into an 

alignment problem.  We use a generative model for 

alignment which renders similarity relationships 

between the source and target name pairs in phone 

sequences. In phoneme-based systems where pho-

neme generation might be ambiguous and error 

prone, we show a discriminative training method 

together with an HMM-based decoding strategy 

that works remarkably well within the framework. 

In orthographic systems where the input can be 

reliably generated, we show that the HMM-based 

strategy is sufficient.  Section 3 presents our novel 

approach to verification. Section 4 and 5 show ex-

periments and results. Section 6 and 7 demonstrate 

an application of our approach and future work.  

3 A Highly Reliable Similarity Score 

Transliteration between English and foreign lan-

guage, especially Asian languages: e.g. Chinese, 

remains a big challenge. We investigate ways of 

using verification techniques for transliteration.  

To that end, we need a high quality verification 

mechanism. For a given proper name pair, one 

from source language and the other from target 

language, we want to verify with high precision if 

this pair refers to the same proper name.  Our goal 

is to devise a scoring method that yields high accu-

racy with low computational complexity.  

Intuitively, proper name transliteration “trans-

lates” a proper name based on pronunciation. For a 

pair of foreign name fw , and English name ew , 

the similarity can be defined as:  

 

),,(),( efef phphSimwwSim ≅   (1) 

where fph and eph are the corresponding pho-

netic sequences for the English and foreign names, 

respectively. Eq. (1) can be formulated as 

 

)|()1(

)|(),(

f

e

phe

phfef

phP

phPphphSim

Λ−+

Λ=

λ

λ
   (2) 

where 
ephΛ and 

fphΛ are the English and for-

eign phonetic models, respectively. For simplifica-
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tion, it can be assumed that 5.0=λ  since the simi-

larity function could be symmetric. Because the 

distributions of )|(
ephfphP Λ  and 

)|(
fphephP Λ are unknown, they need to be esti-

mated through learning. Section 3.1 details the dis-

criminative training process and section 3.2 

presents an HMM-based decoding strategies to 

find the optimal alignment between ef phandph .   

 

3.1 Model Estimation via SMT 
One straightforward way to estimate the model 

parameters is to utilize the phrase tables produced 

by a phrase-based SMT framework. The phrase 

tables contain conditional probabilities of both 

p(e|f) and p(f|e), which are the probabilities of 

English phrase given by foreign phrase and foreign 

phrase given by English phrase, respectively. 

When the phonetic sequences (either phonemic or 

orthographic) of English and foreign name pairs 

are the input into the SMT, the “phrase” table con-

tains the phone set mappings between English and 

foreign phone sets together with their probabilities.  

We use these probabilities as the observation 

model in our HMM.  We refer to this model as 

SMTM . 

 

3.2 Model Estimation via Discriminative 

Training 
The discriminative training process involves 

finding an initial seed model and training in a deci-

sion-feedback learning framework. 

One straightforward way to get an initial estima-

tion for )|(
ephfphP Λ  and )|(

fphephP Λ  is to 

utilize the phrase tables produced by the widely 

used phrase-based SMT system.  The phrase tables 

contain both conditional probabilities of p(e|f) and 

p(f|e), which are the probabilities of English phrase 

given by foreign phrase and foreign phrase given 

by English phrase, respectively. When the phonetic 

sequences of English and foreign name pairs are 

fed into SMT, the “phrase” table contains the 

phone set mappings between English and foreign 

phone sets together with their probabilities.  The 

phone set mapping is now data driven, and is free 

from the expensive and less flexible hand crafted 

linguistic phone set mapping rules.  We refer to 

this model as SMTM . 

SMTM  is a straightforward and effective way to 

estimate the model parameters.  Phoneme-based 

systems rely on the input texts being correctly con-

verted to baseforms (phonemic sequences) repre-

sentation.  This process could be ambiguous, 

context-dependent, and error prone.  In such sys-

tems, SMTM  serves as a good initial model.  The 

model parameters can be further improved in a 

decision feed-back learning framework. The mini-

mum classification error (MCE) training algorithm 

widely used in speech recognition can be applied 

here to improve the discrimination of the transla-

tion probability. We call this model MCEM . Given 

a correct transliteration pair and other competitive 

transliteration hypotheses, we can define the trans-

literation error function as: 
 

(3)                                                                                   

)|(max)|()|( '
'', eee phf

fff
phffi phPphPphd Λ+Λ−=Λ

≠
P

 

where )|(
ephfphP Λ  is the alignment score ob-

tained from the correct transliteration pair and 

)|(max '
',' ephf

fff
phP Λ

≠
 is the highest competing 

score obtained from error transliteration pairs. The 

transliteration error function can be further trans-

formed to a loss function ranging from 0 to 1 with 

the sigmoid operator:  

))|((
1

1
))|((

θγ +Λ−
+

=Λ
ephfie phdphfi

e
phdl  (4) 

where γ  is used to control the slope of the function 

and θ  is an offset factor. Above equation was then 

applied iteratively to update the translation prob-

ability: 

( ) ( )
( )

( )ef

fi

ef
t

ef
t

phphp

phdl
phphpphphp e

|

)|(
||

1

∂

Λ∂
−=+ P

ε  (5) 

 

3. 2 Decoding: Similarity Score Calculation 
In order to calculate the similarity score for a 

given proper name pair ),( ef ww , their respective 

phonetic sequence ),( ef phph  is first determined.  

Then, for this task, we employ an HMM-based 

decoding strategy.  The models  )|(
ephfphP Λ  

and )|(
fphephP Λ  learned in section 3.1 are used 

as observation models.  Two monotonic HMM 

models (one with fph  as states and one with eph  
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as states) are then used to align the phonetic se-

quences according to Eq. (6) below: 

)|,(maxarg)|(

),|,(maxarg)|(

*

*

f

f

f

e
e

e

phfeph

phefph

phPephP

phP
f

phP

Λ=Λ

Λ=Λ

S

S

S

S

(6) 

where Se is the English state sequence and Sf is the 

foreign state sequence. 

The state transition probabilities are set to be 

uniform. We extend the traditional HMM to allow 

a broader range of phone mapping configurations.  

Specifically, the null transition (Bahl et al., 1982) 

is used to represent skipping a state without con-

suming any observations. This allows one to null 

mapping. The null state is introduced so it can emit 

those observations without any correspondence 

states. This allows null to one mapping. The com-

bination of null transition and null state allow 

many to many and many to one configurations as 

well. The valid state transition is constrained to be 

from left to right with self loop, and with maxi-

mum jump of three states as well as a null state and 

a null transition.  

Figure 1 depicts the actions of the HMM trellis 

at decode time.  In Figure 1, the x-axis represents 

the observations (foreign language) and the y-axis 

represents the states (English).  Take for example, 

the circle where dashed lines with arrows are ema-

nating from.  When this circle makes a horizontal 

move (from phf2 to phf3), the single state phe2 pro-

duces multiple observations.  Null transition hap-

pens when the shaded circle makes a vertical move 

(from phe2 to phe3) without consuming any obser-

vation. 

4 Experiment setup for transliteration 

similarity  

We evaluate the performance of our similarity 

scoring mechanism on 3 language pairs, Chinese-

English (CE), Korean-English (KE), and Japanese-

English (JE).  Both Type I errors (false reject of 

the matched pairs) and Type II errors (false accept 

of the unmatched pairs) are evaluated.  The Equal 

Error Rate (EER) is used as the evaluation metric.   

For Chinese-English, a parallel corpus of proper 

name pairs is extracted from the people section of 

the multilingual Wikipedia. Among these, ap-

proximately 3,000 pairs are used for training and 

300 pairs for testing. The 300 pairs are used as a 

matched condition test. A separate 1000 un-

matched test pairs are created randomly from the 

300 matched pairs. 

We also use the 2009 and 2010 NEWS translit-

eration generation shared task data as our test data.  

Although test our objective is different from those 

in the shared task, we choose this data because it is 

publicly available and can be used in the future for 

fair comparisons. We did not use NEWS 2010 

transliteration miming shared task dataset because  

it did not contain Korean or Japanese. For Chinese, 

the 2009 data consists of 30K training and 2896 

testing proper name pairs. Three systems are de-

veloped using 30K, 3K and 1K pairs of training 

data for our experiments. The 2896 proper name 

test pairs are used as matched pairs. Three un-

matched test set pairs of size 10k, 100k and 1M are 

randomly generated. A 9M (2985x2986) un-

matched pairs are also generated as an extreme test 

condition. 

The Korean-English data comes from the 2010 

NEWS transliteration generation data.  It consists 

of 4,785 training pairs and 1,082 test pairs. Two 

systems with 1K and 4K of training pairs are de-

veloped; three sets unmatched pairs of size 10K, 

100K, and 1M are generated. The Katakana Japa-

nese-English data is from the same set (2010 

NEWS data).  It is bigger than the Korean data 

with 28K training instances and 1941 test pairs. 

Three systems with 1K, 4K and 28K training pairs 

are developed; three sets of unmatched pairs of 

size 10K, 100K, and 1M are also generated.  

Training on 1K data matches the 2010 NEWS 

transliteration miming shared task (Kumaran et al., 

2010) seed condition. Training on 3K-4K data 

matches the Wikipedia condition. Training on 28k 

for Japanese-English and 30K on Chinese-English 

phf1 phf2 phfn

phe1

phe2

phem

phe3

phf3

phe4

phf4
 

Figure 1 HMM Trellis 
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demonstrates the best performance we can achieve 

while using all of the available training corpus. 

We experiment with both phonemic and ortho-

graphic representations of input texts. The phone-

mic approach seems more intuitive since the 

transliteration is a pronunciation based translation. 

The orthographic system is simple because it does 

not require additional baseform generation tools to 

convert proper name to phonemic sequences, and it 

does not need to address the multiple pronuncia-

tion issue. For Chinese, the orthographic form of a 

character is its Pinyin.  Tones in Pinyin are re-

moved. Korean characters are converted according 

to Romanization tables from the web
12

.  Japanese 

characters are Romanized in the same way using a 

different table
23

.  We add 11 additional rules to the 

Japanese conversion process to deal with short ver-

sions of a few vowels and consonants. These 11 

characters are: ァ, ィ, ゥ, ェ, ォ, ャ, ュ, ョ, ヮ, ー
, and ッ. In orthographic systems, the Pinyin (for 

Chinese), Romanized spellings (for Korean and 

Japanese), and word spellings (for English) are 

then segmented into space delimited alphabet 

streams.  For example, the English word ‘Clinton’ 

is segmented into seven letters separated by space 

‘c l i n t o n’.  In phoneme-based systems, diph-

thongs (such as ‘oi’, ‘ae’) and compound constants 

(such as ‘sh’) are treated as one unit. The English 

and Chinese baseforms are generated automatically 

from a speech recognition vendor toolkit. Multiple 

pronunciations for a given word are considered 

uniformly distributed. All possible combinations of 

pronunciation are created in both the training and 

the testing sets.   All possible pronunciation com-

binations are used for training. The best score for 

all possible pronunciation combinations for a given 

proper pair is used for final score in testing.  

In addition to the new approach described in 

section 3, we also build two phrase-based SMT 

systems, orthographic and phonemic based ap-

proach, for the Chinese-English Wikipedia datasets 

as a baseline. This SMT approach has been widely 

used and yields solid performance in shared task 

(Li et al, 2009, 2010).  Equation (1) is reformulated 

as: 

 

)),(()),((),( fefefe wwtrBLEUwwtrSimwwSim ≈≅ (7) 

                                                           
1 The Korean Romanization table is from www.thelapan.com . 
2 The Japanese Romanization table is from 

http://www.omniglot.com/writing/japanese_katakana.htm 

where tr( ew ) is the translation of  ew . 

We chose BLEU (Papeneni et al., 2001) because 

it is more favorable to n-gram matches and is 

smoother than edit distance.  We build a phonetic-

based SMT and an alphabet orthographic-based 

SMT. In the former, the parallel data is converted 

to phonetic sequences using its own phone set.  In 

Model EER 

Orthographic edit distance 22% 

Alphabet-based Orthographic SMT 6.47% 

Phonetic SMT  7.10% 

Our framework with MSMT 3.73% 

Our framework with MMCE 3.33% 

Table 1. CE Wikipedia Results with Baseline 
 

Test 1K-Training 3K-Training 

 MSMT MMCE change MSMT MMCE change 

10K 1.37 1.27 7.06% 1.15 1.09 5.15% 

100K 1.35 1.25 7.65% 1.17 1.11 5.52% 

1M 1.39 1.26 9.09% 1.18 1.13 5.05% 

9M 1.38 1.26 8.86% 1.18 1.12 5.23% 

 30K-Training 

10k 1.07 1.02 4.63% 

100k 1.11 0.99 10.42% 

1M 1.17 1.00 14.47% 

9M 1.16 0.99 14.6% 

Table 2. CE 2009 NEWS Data 

Test 1K-Training 4K-Training 

 MSMT MMCE Change MSMT MMCE Change 

10K 1.23 1.12 9.00% 1.12 0.99 10.79% 

100K 1.21 1.16 4.03% 1.10 1.02 7.96% 

1M 1.20 1.13 5.85% 1.09 1.00 8.67% 

Table 3. KE 2010 NEWS Data 

Test 1K-Training 4K-Training 

 MSMT MMCE change MSMT MMCE change 

10K 2.33 2.11 9.44% 2.09 2.02 3.35% 

100K 2.40 2.19 8.75% 2.07 2.07 - 

1M 2.40 2.19 8.75% 2.09 2.08 0.48% 

 28K-Training 

10k 1.77 1.71 3.39% 

100k 1.76 1.70 3.41% 

1M 1.76 1.71 2.84% 

Table 4. JE 2010 NEWS Data 
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the orthographic SMT, the proper names are con-

verted to their Pinyin in spelling form. The English 

proper names are put into spelling form as well. 

The standard SMT training recipe is then applied.  

5 Results and discussions 

The CE Wikipedia results are shown in Table 1. 

Our method with model SMTM  outperforms the 

traditional SMT methods and the orthographic edit 

distance approach. Our MCEM  further reduces the 

EER and achieves the best EER of 3.33%.  This 

low EER shows that our verification approach is 

highly reliable.  

Phoneme-based results on the NEWS data are 

shown in Tables 2, 3 and 4 for CE, KE, and JE re-

spectively. Each table shows results of MSMT, 

MMCE and relative improvement (in that order) un-

der different training and test conditions. From 

table 2, our approach yields less than 1.4% of EER 

using only 1K training pairs. Using 3K training 

data, the proposed method achieves ERR under 

1.2%, which is comparable to the system using 

30K training pairs. The MCE can further improve 

the performance relatively by 5-14%. In additions, 

the performance is very stable against to all differ-

ent unmatched test conditions, especially at the 9M 

unmatched test pair condition.  

 The Japanese-English set performs worse 

than either Chinese or Korean.  Upon inspection of 

the data, we find that the majority of the problems 

are due to incorrect baseforms representations.  

This, in turn, is because the Japanese data contains 

more non-English names. For example, in JE test 

set, there are 1941 matched pairs. For a 2% false 

reject rate, approximately 38 matched pairs are 

false rejected. Out of these false-reject entries, 

about a third is European names.  Table 5 shows a 

few such examples. The bottom two entries in this 

table are actually incorrect transliteration pairs, 

which means they should be rejected but the sys-

tem is penalized because the reference truth is not 

entirely clean.  This is an example of using our 

method as a data screening tool to sift through the 

data and automatically pick out suspicious pairs.  

Because of our high accuracies, those questionable 

pairs can be either reliably excluded or down-

weighted.  They can also be given to annotators for 

further inspection.  Instead of scanning through the 

entire dataset, human annotators can focus on just 

the disputable pairs that the system picks out. This 

annotation process is both efficient and cost-

effective. 

Orthographic results are shown in Tables 6, 7, 

and 8 for CE, KE, and JE respectively.  It is evi-

dent from the tables that orthographic-based sys-

tems are significantly better than the phoneme-

based systems without using the more complex 

model MMCE.   These results are very promising be-

cause first, orthographic representations do not 

need to deal with diphthongs and compound con-

sonants.  Every alphabet is a token by itself.  In 

Table 5 for example, ‘r e_ b u’ in the first row will 

have ‘_’ separated from ‘e’ in its orthographic 

form.  Secondly, results in Tables 6, 7, and 8 are 

from systems using the straightforward SMT 

Japanese  

Katakana 

English Romanized 

Japanese レーブ Low r e_ b u ビュデ Bade b y u d e ズバー Zwar z u b a_ ムジェール Mjor m u j e_ r u ベア Beer b e a ベーア Bar b e_ a ミロスラフ Cipar m i r o s u r a f u チャーチ Chruch ch a_ ch i 

Table 5. JE problematic pair examples 

Test 1K-

Training 

3K-

Training 

30K-

Training 

10K 0.87 0.73 0.58 

100K 0.88 0.74 0.55 

1M 0.87 0.73 0.56 

9M 0.87 0.73 0.56 

Table 6. MSMT on orthographic CE 

Test 1K-Training 4K-Training 

10K 0.81% 0.74% 

100K 0.83% 0.78% 

1M 0.83% 0.79% 

Table 7. MSMT on orthographic KE 

Test 1K-

Training 

4K-

Training 

28K-

Training 

10K 1.52% 0.97% 0.96% 

100K 1.53% 1.05% 1.05% 

1M 1.55% 1.04% 1.04% 

Table 8. MSMT on orthographic JE 
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method without further discriminative training by 

MCE. This simplifies the overall system architec-

ture and makes the system more efficient and ef-

fective. 

One reason orthographic models perform bet-

ter than phonemic models is that baseforms gen-

eration is ambiguous and error-prone.  Our 

baseforms are statistically trained from a generic 

model.  The conversion from input texts to their 

baseforms is a lossy process. The errors in Japa-

nese show a clear example.  When the names are 

non-English, the English baseforms all become 

incorrect which leads to verification errors.  The 

orthographic representation alleviates this problem 

quite significantly and thus is able to improve the 

system. In addition to measuring ERR, we also 

measure False Rejection (FR) rate of the matched 

proper name pairs and False Acceptance (FA) rate 

of the unmatched pairs. Tables 9, 10, and 11 detail 

the results for all the language pairs under all test-

ing and training conditions. For each language 

pair, under the same training condition, the FR rate 

is the same because given a fixed threshold, the 

number of matched pairs is the same. 

 FA and FR results in the above tables show 

that the system is very robust.  Across all language 

pairs, FA and FR rates improve consistently as the 

training data size gets larger.  The rates also remain 

stable across test data of different sizes.   

6 Application 

We incorporate the verification component into the 

retrieval model for CLIR. We use a language 

model (LM) based retrieval model. The query Q  is 

treated as a sequence of words, 
NwwwQ K21= . 

The query words are assumed to be independent of 

each other and conditionally independent given the 

document.  The relevance score of a document to 

the query can be computed by Eq. (8): 

( ) ( ) ( )
, 

,

∏
∈

=
Qw

Qwc

i

i

i
DwPDQP    (8) 

where ( )Qwc i ,   is the number of times that each 

distinct word iw  occurs in Q  and ( )DwP i
 is the 

probability of the word iw  generated by the docu-

ment model. For CLIR, we rewrite (8) as: 

( ) ( ) ( )

( ) ( ) ( )
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=

∑∑

∏

∈∈

∈

ffee

ee

ee

Dw
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fefe

DwPwwPQwc

DwPDQP

||log,
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,

    (9) 

where the ( )fe wwP |  is the probability of the Eng-

lish token given by foreign token. We propose to 

estimate this probability by a combination function 

of similarity function and translation table. 

 ( ) ( ) ( ),,)1(,| 10 fefefe wwwwwwP δλλδ −+=     (10) 

where  

( )
( )( )

,
,exp1

1
,0

βγ
δ

+⋅−+
=

fe

fe
wwsim

ww  

( ) ))|((,1 effe wwTrfww =δ            

( )( ) ,
)|(,exp1

1

))|((

21 βγγ +−⋅−+

=

effe

ef

wwPwwsim

wwTrf

                 (11) 

1K-Training 3K-Training Test 

FR FA FR FA 

10K 1.01% 0.78% 

100K 0.93% 0.73% 

1M 0.56% 0.73% 

9M 

 

0.79%  

  

  0.57% 

 

0.76% 

 

0.73% 

 30K-Training 

10K 0.64% 

100K 0.55% 

1M 0.56% 

9M 

 

0.59% 

0.57% 

Table 9. CE FR and FA rates 

1K-Training 4K-Training Test 

FR FA FR FA 

10K 1.07% 1.13% 

100K 1.04% 1.08% 

1M 

 

0.73% 

1.05% 

 

0.46% 

1.09% 

Table 10. KE FR and FA rates 

1K-Training 4K-Training Test 

FR FA FR FA 

10K 0.92% 0.78% 

100K 1.15% 1.01% 

1M 

 

1.80% 

  1.16% 

 

1.13% 

0.99% 

 28K-Training 

10K 0.73% 

100K 0.94% 

1M 

 

1.08% 

0.93% 

Table 11. JE FR and FA rates 
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Where, ),( fe wwsim  is the similarity function 

discussed in previous section, )|( fe wwTr is transla-

tions from the SMT phrase table, and f is a func-

tion to validate the phrase table entries. f is a 

function that combines the scores of the valid en-

tries in the phrase table, )|( ef wwp , and the simi-

larity score, ),(0 fe wwδ , with higher recall rate. 

Thus, the entries in the phrase table with high 

scores are the candidates. These candidates will be 

discarded only if they are incorrect in pronuncia-

tion. The λ  is the weighted factor for translitera-

tion similarity scores, which can be a function of 

the total similarity scores. In our experiments, it is 

estimated by: 

( )
,

,0∑
∈

=

ff Vw

fe ww

k

δ
λ           (13) 

where fv is the vocabulary and k is a constant. 

    We conduct experiments on the NTCIR-7 In-

formation Retrieval for QA (IR4QA) task (Sakai et 

al. 2008). We select 10 proper name query topics 

as the query set. To test CLIR with multiple trans-

literations, we need a document collection with 

controlled multiple transliterations. We create a 

homogenous name list for those proper names used 

in the test query topics and uniformly place those 

names into the original document collections. 

Thus, each proper name in the query is replaced by 

4-5 different names with similar pronunciation. 

The baseline (unigram document LM with 

Dirichlet smoothing) performance using the origi-

nal queries against the synthetic document collec-

tion is 0.18 (in mAP). Without any given 

transliterations, the mAP of our method is 0.406, 

substantially better than 0.18 if one transliteration 

is given. This is shown in Table 12 where 1=λ  

and # of known translations = 0.  ( λ  is defined in 

Eq. (10)). In Table 12, 1=λ  implies all translitera-

tions are ignored. We then test when two, or all 

transliterations are given without using the translit-

eration similarity by setting 0=λ .  The results are 

0.3819 and 0.7268, respectively. The mAP of 

0.7268 is better than the mAP of 0.6911 from the 

ad-hoc baseline. It implies that the original docu-

ment collections already have multiple translitera-

tions. We further assume that all transliterations 

are known and one additional incorrect translitera-

tion is provided.  By disabling the filtering capabil-

ity in Eq (11), (i.e. )|(( ef wwTrf =1, when 

)|( ef wwp exists), the performance is degraded to 

0.55. Table 12 shows that our approach is, in con-

trast, quite robust and maintains the performance 

of 0.65.  This scenario with one incorrect translit-

eration can be very common because the entries in 

phrase table can be very noisy. We also evaluate 

the effect of name entities. If the entire document 

vocabulary is used to calculate similarity score, (cf. 

Eq (10)), the mAP=0.40, which means this task is 

very difficult and the name entities do not help 

significantly because too many name entities are 

extracted from the document collection. In fact, the 

name entities extraction may not be necessary 

while using our approach because the similarity 

score can be calculated based on the document vo-

cabulary. 

7 Conclusion and Future Work 

In this paper, we propose a simple and effective 

transliteration verification framework. On the 2009 

and 2010 NEWS transliteration generation shared 

task data, we achieve EER well below 1% for Chi-

nese and Korean, and around 1% for Japanese. 

These promising results show that verification can 

not only provide an alternative approach to trans-

literation but also can be reliably used for explor-

ing name pairs from comparable data. We show 

how the method is used in CLIR applications.  It 

can also serve as a parallel corpus screening tool to 

indentify possible incorrect name pairs. In addi-

tion, it can be used for post processing of translit-

eration generation by filtering out incorrect top-n 

hypothesis to improve performance. Moreover, this 

approach can be turned into an automatic translit-

eration evaluation tool for such task as the NEWS 

shared task. In the future, we will explore each of 

these possibilities.  

# of known 
Transliterations λ =0 

λ = 

variable λ =1 

0 0 0.4062 0.4062 

1 0.1983 0.42 0.4062 

2 0.3819 0.48 0.4062 

All 0.7268 0.65 0.4062 

All plus 1 wrong 0.55 0.65 0.4062 

Table 12: mAP under various expanded translit-

erations for proper name queries 
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