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Abstract

Tense prediction can be useful for many
language processing tasks, such as tem-
poral inference and machine translation.
In this paper, we investigate using diverse
contextual features for Chinese tense pre-
diction under a statistical learning frame-
work. Because of lack of annotated train-
ing data, we propose to leverage Chinese-
English parallel corpora to automatically
generate reference tense for model train-
ing. We also propose to use an itera-
tive learning framework to deal with the
noisy reference data to improve learning.
Evaluation is performed using both auto-
matically generated reference data and a
manually annotated set with verb tense.
Our results demonstrate the effectiveness
of our proposed learning framework that
maps annotation from one language to an-
other using parallel data. Furthermore,
we show better performance using our
proposed iterative bootstrapping learning
method compared to using the original au-
tomatically created training data.

1 Introduction

Tense is used in languages to indicate the time at
which an action or event described by the sen-
tence takes place. Lacking correct tense infor-
mation can cause confusion and misunderstanding
in communication. Predicting tense information
is very useful for different natural language pro-
cessing tasks: both monolingual applications such
as speech recognition (Karlgren, 1996) and mul-
tilingual applications such as machine translation
(MT) (Buschbeck et al., 1991).

In inflectional languages like English, tense is
often expressed by verb inflections, which can be
easily recognized. For example, “I worked till 5pm

yesterday” uses the past-tense verb “worked” to
describe an event in the past. However, in lan-
guages such as Chinese, no verb inflections ex-
ist to indicate any tense information (Xiao and
McEnery, 2002). The morphology of a verb it-
self never changes when used to express different
tenses. The following examples (1a) and (1b) indi-
cate a past-tense sentence and a future-tense sen-
tence respectively; however, the form of the Chi-
nese verb “�(arrive)” is the same in the two cases.

几天前 我 到

了(n/a)上海

今天晚上 点 我 将

到 上海

This lack of inflections in Chinese verbs im-
poses some challenges in many applications. For
instance, in a Chinese-English machine transla-
tion (MT) system, it is almost impossible to deter-
mine the tense for the corresponding English verb
if solely based on the Chinese verb morphology.
However, tense information does exist in Chinese
language, and it is expressed lexically instead of
morphologically. There are useful contextual cues
that can help determine the tense for the whole
Chinese sentence or individual verbs, such as tem-
poral adverbs or phrases, aspect auxiliary words
and prepositions. For instance, in example (1a),
the aspect particle “
(a particle word in Chinese,
there is no literal translation to English)” and tem-
poral phrase “AUc(several days ago)” together
indicate the past tense of the sentence, and thus the
correct translation of the sentence is “I arrived at
Shanghai several days ago”.

Most of the previous work on tense predic-
tion (Li et al., 2004; Cao et al., 2004; Ye and
Zhang, 2005; Lin, 2006) has been conducted us-
ing relatively small data sets (e.g., hundreds of
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Chinese sentences) and typically news article do-
main. They often require hand crafted rules in
the systems. In this paper, we adopt a statistical
classification framework for Chinese tense predic-
tion. This study is different from previous work in
that (a) we propose to utilize the parallel Chinese-
English corpora to automatically generate refer-
ence tense information, which overcomes the lim-
itation of insufficient training data as in previous
work; (b) we evaluate a variety of linguistic con-
textual features for this task; and (c) we propose
to use a modified bootstrapping iterative learn-
ing method in order to select more reliable and
informative instances, which addresses the prob-
lem that the automatically derived training data
is noisy. We evaluate our system by comparing
with the automatically derived references as well
as human annotations. Our experimental results
have shown that our tense prediction system per-
forms reasonably well, suggesting we can leverage
the parallel data to learn information for one lan-
guage from the other language, and that the itera-
tive learning approach we proposed is effective.

2 Related Work

Time Expression Recognition and Normalization
(TERN) was a task evaluated in the Automatic
Content Extraction (ACE) program. It requires
that certain temporal expressions mentioned in the
documents be detected and recognized. Such tem-
poral expressions include both absolute and rel-
ative expressions, durations, event-anchored ex-
pressions, and sets of times. The tense predic-
tion task we investigate in this paper is related to
the TERN task in that identifying temporal expres-
sions may be helpful to determine the verb tense.
Lin (Lin, 2003; Lin, 2006) outlined a framework
for temporal interpretation in Chinese from a the-
oretical perspective. Hundreds of rules and situ-
ations were induced to determine the appropriate
tense for Chinese sentences, based on informa-
tion such as viewpoint aspect, verbal semantics,
temporal adverbials, and complement and relative
clauses. (Li and Wong, 2002; Li et al., 2001) used
a rule-based approach to combine different types
of temporal indicators for temporal relation classi-
fication. These indicators include time word, time
position word, temporal adverb, auxiliary word,
preposition word, auxiliary verb, trend verb, and
some special verbs. (He et al., 2008) explored
an error-driven strategy to derive heuristic rules

to recognize time expression. (Cheng, 2008) in-
vestigated using dependency structure analysis for
temporal relation identification.

Machine learning methods have been adopted
for the tense prediction task in recent years. (Li
et al., 2004) and (Cao et al., 2004) investigated
linguistic features including eleven temporal indi-
cators and one event class, and compared several
classifiers (e.g., decision trees, naive Bayes classi-
fier). Their results showed that adopting collabo-
rative bootstrapping approach was able to reduce
the human efforts required for the task, though it
also degraded the classification accuracy. (Ye and
Zhang, 2005) applied conditional random fields
for tense classification on Chinese news docu-
ments, and reported an overall sentence and para-
graph level accuracy of around 58%.

In this paper, we attempt to automatically pre-
dict tense information using a classification frame-
work with diverse contextual information, espe-
cially around the verbs in the sentence. To address
the problem of lacking annotated data, we de-
velop effective methods that leverage the aligned
English sentences to obtain reference tense for
Chinese. Similar mapping methods have been
investigated recently for some natural language
processing applications (Bentivogli et al., 2004;
Ye and Zhang, 2005; Feldman et al., 2006;
Pado and Lapata, 2009; Chen and Ji, 2009;
Schwarck et al., 2010), where there are paral-
lel corpora and annotation is only available for
one language, thus allowing us to derive informa-
tion for the other language based on the align-
ment. Since such automatically extracted la-
bels are noisy, we further adopted a modified
bootstrapping method for more effective learning.
Bootstrapping or self-training has shown promis-
ing results in many different tasks by utilizing
labeled and unlabeled data, such as named en-
tity classification (Collins and Singer, 1999), pars-
ing (McClosky et al., 2006), web page classifi-
cation (Blum and Mitchell, 1998), relation and
pattern extraction (Ravichandran and Hovy, 2002;
Pasca et al., 2006), machine translation (Ueffing,
2006) and ontology population (Carlson et al.,
2009).

3 Approaches for Chinese Tense
Prediction

In this study, we focus on the prediction of abso-
lute tense information, which indicates the rela-
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tionship between the speech time and the event
time under the Reichenbachian theory (Thomp-
son, 2005). We consider four basic tenses:
present, past, future, and infinitive. Other detailed
tense and aspect information such as progressive
and perfect is not used in this paper.

3.1 Problem Definition
The tense prediction task can be formulated as a
classification task. We use a verb-based tense pre-
diction setup, where our goal is to develop a classi-
fication system to assign each verb in the sentence
a tense tag (from 4 basic tenses mentioned above).
As illustrated in Example 2, tags of “1,2,3,4” de-
note infinitive, past, present, future tense respec-
tively. Note that in the example the aspect particle
“
(a particle word in Chinese, there is no literal
translation to English)” not only is the indicator of
past tense (as in Example 1), but also is used in the
context of future tense. This shows the ambiguity
and the challenges of the tense prediction problem.

上星期 没有 完成 任务

，我们 计划 招募 更多

人 ，因为 下周五 我们

就要 汇报 结果 了。

Compared to sentence-based framework, this
verb-based setting is more flexible and has advan-
tages especially for complex sentences. In addi-
tion, we expect that the verb-based setup is more
beneficial for other applications, such as providing
richer annotation for machine translation.

3.2 Leveraging Contextual Features for
Tense Prediction

We use a supervised learning framework for tense
classification of every verb. In this initial study, we
investigate using some basic lexical features (i.e.,
words) and simple syntactic features (POS tags).
The following lists all the features we used.
∙ Bag of words (BOW) features: For each verb,

we consider words before and after that verb
within a predefined window length (5 in our
experiments).
∙ Words and POS patterns (WP): These include

combinations of the word/POS tag of the cur-
rent verb and those from either the previous
or the following adjacent word. These fea-
tures are expected to capture some expression

patterns unique to some tense class. For ex-
ample, the pattern “verb+
(a particle word
with no literal translation to English)” means
a verb followed by a word “
”, which is of-
ten a good indicator of past tense.
∙ Local bigram features: We hypothesize that

in addition to information from the imme-
diate previous and the following words of
the verb, other adjacent words and patterns
around the verb may also be good indicators
for tense. They may form a temporal expres-
sion or part of it, such as “AUc(several
days ago)”. We thus extract the word bi-
grams before and after the verb within a 3-
word window.
∙ Global bigram features: We observe that use-

ful cues to predict a verb’s tense can appear
anywhere in a sentence, therefore, we include
all the bigrams in the sentence as the global
feature.
∙ Dependency features (DEP): We automati-

cally derived dependency features for each
verb as features, which are expected to cap-
ture long-distance temporal evidence through
dependency relation.

Note that we limited the feature scope to within
one sentence since we noticed that information
from other sentences is often noisy and not help-
ful to determine the tense for verbs in the current
sentence.

3.3 Automatic Extraction of Tense Reference
based on Parallel Data

An important part of supervised learning is the
collection of labeled data. For the tense predic-
tion task, we need reference tense information for
each Chinese verb. Currently there is no labeled
data publicly available for this task. To avoid the
time-consuming manual labeling efforts, we pro-
pose to leverage the parallel Chinese-English cor-
pus to automatically obtain the tense annotation
for Chinese verbs using the corresponding English
data. The following describes our procedure.

∙ POS tag and parse the English sentences, and
generate tense information for each verb.
∙ POS tag the Chinese sentences.
∙ Align the English and Chinese sentences at

the word level.
∙ For each identified verb in the Chinese sen-

tences, if it is aligned to one English verb,
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or if it is aligned to multiple English verbs
but with no conflicting tense types, then we
use the corresponding English verb tense as
the reference tag for that Chinese verb; oth-
erwise, we do not include that Chinese verb
in the training set.

This process of generating reference tense for
the Chinese verbs is not perfect due to errors in
English parsing and tense assignment, word align-
ment between Chinese and English, and Chinese
POS tagging. In addition, tenses are not always
well-alignable between two different languages.
However, it can effectively make use of the large
amount of existing parallel corpora and provides
an efficient way to create a large set of labeled data
automatically. In addition, most learning frame-
works have the potential power to deal with noisy
data and thus we expect this data set may still al-
low us to build an effective model for tense predic-
tion. Furthermore, since one of our future plans is
to use tense information in Chinese to help Chi-
nese to English machine translation, we believe
that using information derived from English suits
this goal. (Ye and Zhang, 2005) also used a par-
allel Chinese-English corpus to obtain tense infor-
mation, however, it was done manually. In con-
trast, our method is automated, which allows us to
utilize a large amount of existing parallel data.

3.4 Iterative Learning Using Noisy Training
Data

Since the reference data automatically derived
from parallel corpora is noisy, we propose to use
an iterative method to address this problem for
more effective learning. Our method is similar
to bootstrapping (or self-training), but different in
that: (i) we do not have a gold-standard seed set to
start with; (ii) our data is not fully unlabeled, in-
stead it has the labels obtained from the mapping
process using parallel data; and (iii) we use dif-
ferent data labeling and selection methods in the
iterative learning process. Our algorithm is shown
in Algorithm 1, with more detailed description be-
low.
∙ Create an initial set.

Unlike self-training, we do not have an ini-
tial human annotated seed set. Therefore we
will select a reliable small set from our noisy
data for iterative learning. Our expectation
is that when testing the classifier on the data
set used for training, the noisy data points

Algorithm 1 Iterative learning algorithm from
noisy data

Let S be the automatically labeled training data
Train classifier Cself on S
Select initial training set T 0 ⊂ S based on self-
testing using Cself

for i = 0 to n− 1 do
Train classifier Ci on T i

Classify Ri = S − T i using Ci

Assign a label to each instance in Ri

Rank instances in each class
Select top p% data samples in each class, Ii

Update training data, T i+1 = T i ∪ Ii

end for

(i.e., instances with incorrect initial labels)
are likely to have wrong predictions or low
confidence (note that there are other impact-
ing factors such as the features and the clas-
sifier used). We define the confidence score
for the classifier’s output as the ratio between
the probability of the predicted label and the
probability of the second most probable label.
Using this measure, we created an initial set
containing 10% of the entire data that have
the highest confidence scores. We also com-
pared this confidence measure with using the
standard posterior probabilities from the clas-
sifier, and found this performed better.

∙ In each iteration, assign labels to instances in
the set of unselected samples.

In each iteration, we first apply the currently
trained classifier to label each instance that
is not yet selected by the iterative process,
and then assign a final label to an instance us-
ing information based on the current iteration
classifier (Ci) and the initially self-trained
classifier (Cself , which is trained using the
entire data set). This is different from tradi-
tional bootstrapping where there is only one
classifier during the iterations. When the two
classifiers agree on the most likely tag for an
instance, it is straightforward to assign this
tag. When there is a disagreement, we need
to resolve the conflict. For this, we use con-
fidence score from each classifier (the same
confidence measure as used above), and use
the label from the classifier with a higher con-
fidence score. To take into account of the dif-
ference of the score range, we normalize the
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confidence score: norm conf = conf−min
max−min .

∙ Rank instances.

This is needed for better selection of reliable
and informative instances for model train-
ing. We rank instances in each tense cat-
egory (their labels are determined from the
previous step) based on the confidence score
from the current classifier Ci. We found this
performed better than other metrics, such as
Kullback-Leibler distance and Gap ratio.
∙ Select top-ranked instances to add to the

training set.

Based on the above ranking, we selected
the top p% (p is empirically set to 0.5 in
this work) of instances in each class and
added them to the training set for next iter-
ation training. Some previous studies (e.g.,
(Carlson et al., 2009)) showed that con-
straints are useful for self-learning or semi-
supervised learning in terms of quality con-
trol. Therefore, in addition to the ranking
scores above, during the selection process we
consider more constraints. Specifically, for
each instance we compare the labels gener-
ated based on three sources: original auto-
matically derived label, prediction from the
current classifier, and prediction from the ini-
tial self-trained classifier. We filter out cases
using two different constraints: (a) Constraint
I: neither the prediction from the current clas-
sifier nor the self-trained one is the same as
the automatically derived label. (b) Con-
straint II: none of those three labels agree
with others, that is, they are all different.

4 Experiments and Results

4.1 Data and Experimental Setup
The training data we used is from the Chinese-
English parallel MT data collection provided by
LDC for the DARPA GALE program. It comes
from various domains: broadcast news, broadcast
conversation, newswire, weblog, and newsgroup.
We split the data into sentences when there is a pe-
riod, question mark, or exclamation mark. All of
the English sentences were parsed using the Char-
niak parser (Charniak and Johnson, 2005). The
English verbs were then labeled with tense tags
based on the parses. We used the Chinese POS
tagger from (Huang et al., 2007) and Chinese de-
pendency parser from (Chang et al., 2009). Af-
ter preprocessing the source and target language

data (mainly word segmentation for Chinese and
tokenization for English), we used GIZA++ (Och
and Ney, 2003) to obtain a word-level alignment.
After applying heuristic rules to eliminate verbs
that have no aligned English verbs or are aligned
to multiple verbs with conflicting tenses (see Sec-
tion 3.3 for reference tense creation), we finally
created a training set consisting of 279,379 verb
instances and 38,087 sentences.

We chose the maximum entropy (ME) model
as the classifier for tense prediction, because ME
can effectively utilize many features and performs
competitively with other approaches in many clas-
sification tasks. We used the ME implementation
from (Zhang, 2006) with a Gaussian prior of 0.1
and 100 iterations in the model training.

4.2 Cross Validation Evaluation Using
Automatically Generated Reference

First we directly use the automatically created
training set and measure the cross validation per-
formance, mainly to evaluate the modeling ap-
proach and features for tense prediction. We use
classification accuracy as the performance mea-
surement in this experiment. Table 1 shows the
5-fold cross validation results using different fea-
ture sets described in Section 3.2. The baseline is
calculated when assigning the majority tag in the
training set to all the test instances.

Features Accuracy (%)
Baseline 34.70

BOW 56.89
+ WP 63.13

+ Local-Bigram 63.39
+ Global-Bigram 64.90

+ Dependency 65.02

Table 1: Classification accuracy using different
feature sets for verb-based tense prediction. Re-
sults are based on 5-fold cross-validation using au-
tomatically generated tense labels.

We found that adding contextual feature sets
improves performance incrementally. When only
bag of words (BOW) features are used, the accu-
racy is 56.89%, substantially better than the base-
line of 34.70%. Adding “word and POS pat-
tern” (WP) around verbs yields significant im-
provement, resulting in the accuracy of 63.13%,
7.8% gain compared to using BOW features only.
This suggests that such combination of word and
POS may represent some syntactic characteristics
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and is more indicative of tense information. As ex-
pected, adding local bigram features slightly im-
proves the performance and global bigram fea-
tures can further boost the tense classification per-
formance, yielding an accuracy of 64.90%. This
shows that for verb tense prediction, global bi-
grams can provide some helpful information com-
plementary to local features in recognizing tense
information. Interestingly, adding dependency
features only slightly improved the performance,
which could be due to the low quality of depen-
dency extraction on speech data. On the other
hand, incrementally adding features might not
clearly indicate the contribution of each feature
type due to overlap problem. We further con-
ducted experiments to see the effects of excluding
each feature type at one time. The results show
similar patterns to the above, showing the “BOW”
and “Global-Bigram” features are most important
features, and “Local-Bigram” and “Dependency”
features are least important features.

Note that the training data is noisy due to the
automatic process. To have a better understanding
of the data quality, we decided to sample a small
subset of the data and create human annotation.
We randomly selected 2 files in the training data
and asked a native Chinese speaker to manually
label the first 150 utterances of each file. The an-
notator was asked to decide which verbs to label
and assign the appropriate tense labels. No other
explicit instructions were provided. During anno-
tation, the human annotator found that many cases
are ambiguous and felt tense labeling is quite sub-
jective, suggesting creating human annotation for
tense is very challenging as investigated in (Xue et
al., 2008). Using this small data set, we found that
the percentage of correct tense labels by the auto-
matic alignment process was 78.52% (329 out of
419 instances), which seems quite satisfying, al-
though further inspection is still needed.

4.3 Evaluation on Human Annotated Data

Another setting we use to evaluate the automatic
tense prediction performance is by comparing to
human annotation. We performed a pilot anno-
tation for verb tense. The same native Chinese
speaker as that who created the small sample train-
ing set manually annotated the verbs with tense
types using 900 utterances from 6 randomly se-
lected files in the GALE MT 2007 development
set. In total, 2484 verbs were labeled by the hu-

man annotator, and these are used as the references
to measure the performance of our automatic tense
prediction system.

Because the POS tagger may miss some verbs
and thus there will be no system hypothesis for
those verbs, two different metrics are used in this
evaluation. One is the labeled recall rate, defined
as the percentage of the correctly labeled verbs out
of the human labeled verbs; the other metric is the
tense classification accuracy measured using only
those verbs that are identified by both the POS tag-
ger and the human annotator. As dependency fea-
tures do not seem to be reliable enough, we trained
two models from the automatically generated data
set to validate its effectiveness on test data: one is
using all the features (ALL) and the other one ex-
cludes dependency features (W/O Dependency).
The results are shown in Table 2. To make a more
competitive baseline system, instead of using the
majority category of all the verbs on the training
set, we used the majority tag for each individual
verb.

System Recall(%) Accuracy(%)
Baseline 52.79 56.52

ALL 71.50 74.80
W/O Dependency 73.09 76.49

Table 2: Verb tense prediction performance on the
human annotated test data.

We can see that the POS tagging errors (i.e.,
missing verbs) have a noticeable impact on system
performance. Note that there is a difference be-
tween the baseline performance using the human
annotation vs. the automatically created data set.
There are two reasons for this. First is the different
class distributions in the two data sets, for exam-
ple, about 28%, 34%, 32%, and 16% for infinitive,
past, present, and future tense respectively in the
automatically labeled set, and 15%, 35%, 42%,
and 8% in human annotation. Second, the base-
line results in Table 2 are word-based, rather than
the majority class for the entire set.

Our results show that using parallel data to de-
rive reference annotations is a promising approach
for a statistical learning framework, achieving the
best performance of 76.49% compared with the
baseline of 56.52%. Although adding dependency
features obtained small improvement for the cross
validation result, it degraded the performance on
test set (see last row in Table 2). Therefore we ex-
clude that feature for subsequent experiments. We
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also observe that the performance is much better
compared to Table 1, even though the class distri-
butions are different in training and testing (which
may affect statistical learning). One explanation
might be that noisy labels from automatically gen-
erated training data may harm the cross validation
performance. In addition, statistical learning can
deal with the noisy data for training a robust model
on unseen test data. We will show how the effects
of noisy labels can be further reduced by iterative
learning in next section.

4.4 Iterative Learning Results

Table 3 shows the best results for three iterative
learning settings evaluated using the human an-
notated data set. These are from different num-
bers of iterations with different combinations of
label assignment and instance ranking methods.
We can see that using iterative learning generally
improved tense classification in different settings –
achieving the best accuracy of 77.49% compared
to the original 76.49%, and the best recall rate of
74.02% compared to the original 73.09%. It sug-
gests that our proposed learning method can effec-
tively overcome some negative impact of the noisy
training data, by iteratively selecting more likely
trustworthy instances for model training. The best
performance was obtained by applying constraint
II (74.02%/77.49%), while adding constraint I de-
graded the performance a lot, which could be be-
cause using constrain I mislead the iterative pro-
cess as more rules would miss out some useful
training instances in the early stage. It suggests
that adding appropriate constrains in the iterative
bootstrapping process can provide better quality
control for improved performance.

Selection Constraint Recall (%) Accuracy (%)
W/O Constraints 73.85 77.31

Constraint I 72.31 75.72
Constraint II 74.02 77.49

Table 3: Verb tense prediction performance on the
human annotated test data using iterative learn-
ing. The results using the original training data
are 73.09 and 76.49 for recall and accuracy.

For the iterative learning algorithm, we also ex-
amined its learning curve. Figure 1 shows the
curves for the above best system using Constraint
II. The horizontal dotted line is the baseline re-
sult when we just use the original data without it-

erative learning. We notice that performance in
the early iterations generally increases (with some
fluctuations) as more data samples are added for
model training. After certain number of itera-
tions, the performance starts dropping, since some
added instances are noisy and do not help learning.
Based on the trend shown in the curve, we expect
that when the classifier itself improves, such as
when incorporating more discriminative features,
the learning curve could potentially increase fur-
ther. The curves for other settings show similar
patterns, with the best results achieved at different
number of iterations.

0.66

0.68

0.7

0.72

0.74

0.76

Figure 1: Learning curve of the iterative learning
approach.

Another question we try to answer is how much
we can attribute the performance improvement to
iterative learning, or whether simply resampling
can achieve similar performance. We examined
re-sampling methods based on confidence mea-
sure (as described in iterative learning) to select
similar number of samples as used in the itera-
tive learning system above (using its optimal num-
ber of iterations), and then evaluated the classifier
trained using this subset of the data. The results
shows that simple re-sampling only obtained the
accuracy of 74.58%, which is even worse than us-
ing the entire data set. Therefore we can conclude
that the improvement we observe is mainly from
the iterative learning method.

4.5 Error Analysis
Example 3 illustrates some examples of errors
from our analysis. We identified several reasons
causing the errors of our tense prediction system:

∙ Imperfect Chinese word segmentation and
POS tagging results can directly affect the
correct identification of Chinese verbs. In ex-
ample (3a), the named entity “��(Dell)”
was incorrectly segmented as two Chinese
words, and “�” was further tagged as a
verb due to its verb meaning “wear”. In
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戴 尔 公司 新闻 发言人

表示 ，该 公司

正在 评估 的软件

。

小时 工部 分 职位

技能 要求 不 高 ， 如

食品 促销 员 、理货员

等 ，失业 人员 经过 简单

的培训 即可 上 岗 。

负责人 称 ，他们 会 在

年 底 完成 这项 工程

。

example (3b), the phrase “��ó(hourly
worker)Ü©(some)� (position)” was in-
correctly segmented and the resulting word
“©(divide)” was incorrectly tagged as a
verb. In addition, some adjectives were
also wrongly recognized as verbs, such as
“p(high)”, “{ü(simple)”.
∙ There is limitation using our current feature

set and it needs deep understanding to derive
the correct tense. In example (3c), the system
assigns future tense to the Chinese verb “�
¤(finish)” mainly because of the evidence
“¬(will)”. To correct this, the system needs
to determine that “the end of 2005” already
passed based on knowledge or other long dis-
tance context (e.g., “But they didn’t.” in the
following sentence ).
∙ The Chinese verb may not always be trans-

lated into English verbs, and vice versa.
Training noises plus the imperfect alignment
tools and other propagated errors from other
preprocessing modules contributed another
portion of errors.
∙ Human annotation is not perfect. In some

cases, both the system’s output and human
annotation are acceptable but they are not
consistent. On the one hand, it shows the
challenges of this task; on the other hand it
suggests that investigation of inter-agreement

among human subjects is needed in the fu-
ture.

5 Conclusion and Future Work

In this paper, we have developed a classification
approach to predict tense for Chinese verbs. We
proposed an automatic mechanism to generate ref-
erence tense for the Chinese verbs that utilizes
the Chinese-English parallel corpora, thus can ef-
ficiently create a large training set without rely-
ing on the time-consuming human annotation ef-
forts. Our experimental results have shown that
various contextual features around verbs can be ef-
fectively used to determine tense information, and
this method of leveraging parallel corpora is fea-
sible for Chinese tense prediction. In addition, the
bootstrapping approach we explored in this paper
further improves performance, proving to be an ef-
fective way to select training samples iteratively
from noisy data.

In our future work, we will refine the process
to automatically create the training set to better
deal with problems from POS tagging, parsing,
and alignment. A better data set will likely im-
prove the tense prediction model. In addition,
inter-agreement of human annotation on tense in-
formation is worth studying, especially for con-
versational style data. Finally, we will investigate
using richer syntactic information and other semi-
supervised methods (e.g. co-training in (Bergsma
et al., 2011)) for tense prediction, and more im-
portantly, develop methods using tense informa-
tion derived in our system for machine translation
and other applications.
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