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ABSTRACT

This paper describes the Barcelona Media SMT system in th&e TWS
2009 evaluation campaign. The Barcelona Media system isadis-st
tical phrase-based system enriched with source contexitnnation.
Adding source context in an SMT system is interesting to roddhe
translation in order to solve lexical and structural chaceors. The
novel technique uses a similarity metric among each tes¢sea and
each training sentence. First experimental results otétisnique are
reported in the Arabic and Chinese Basic Traveling Expre<s@mpus
(BTEC) task. Although working in a single domain, there are amb
guities in SMT translation units and slight improvementBuEU are
shown in both tasks (Zh2En and Ar2En).

1 INTRODUCTION

e Statistical machine translation (SMT)

e* = arg maxp(elf) = arg n‘éaXexp(Zi: Aihi(e )}

2 BASELINE SYSTEM

¢ Bilingual Phrase Translation Model [Och et al, 99; Koehn ¢03]

—The translation model is based on phrases.

—Bilingual units, i.e. phrases, are extracted from a woro+oe
aligned corpus according to:

1. Words are consecutive along both sides of the bilingued g

2. No word on either side of the phrase is aligned to a word but ¢
the phrase.

e Feature funcions

—In addition to the translation model, the baseline systeimpiem
ments a log linear combination of feature functiornsuget lan-
guage modelaword bonus, asource-to-target lexicon model
atarget-to-source lexicon modelalexicalized reordering.

3 INTRODUCING SOURCE CONTEXT
INFORMATION

For introducing source context information into the tramisin sys-
tem, we redefine the concept of phrase as a translation umioud
proposed methodology a translation unit should be compoise&don-
ventional phrase plus its corresponding original sourceed, which
IS the context of the source language side of the bilinguaksee pair
the phrase was originally extracted from. For simplicitythis first
Implementation of the proposed methodology, we will resthe idea
of original source context to the whole source sentencelthesp was
extracted from. Notice that, by this definition of transbatiunit, two
identical phrases extracted fromff@rent aligned sentence pairs will
constitute two dferent translation units.

The similarity metric used as feature function for incoradorg the
source context information into the translation systemes ¢osine
distance. According to this, the feature is computed fohgawase
by considering the cosine distance between the vector maddhe
Input sentence to be translated and the original sourcesemthe
phrase was extracted from. For constructing the vector mpt®e
standard bag of words approach with TFIDF weighting is used.
Once the cosine distance is computed for each phrase andngath
sentence to be translated, we can add it as feature funtoaiQafter,
cosine distance feature). Notice thatffeliently from most of the
feature functions commonly implemented by state-of-thephrase
based systems, the cost of this new feature function depamdse
Input sentence to be translated, which means that has toneuted
during translation time (this, indeed, constitutes a cotaijponal over-
head that cannot be dealt with beforehand). Because of tkisyust
keep one translation table for each input sentence to bslatad. In
the case one phrase table of a specific test sentence cosd¢aEzl
identical phrase units with fferent costs of the cosine distance fea
ture, we keep the one that has the highest cosine distanoe. val

At the Moses level, the cosine distance feature is addedesroiea-
ture more, optimized with a modifiadert algorithm which translates
one sentence at atime. The resulting increment in trapslétne (i.e.
the optimization time as well) is around three times witipeeg to the
translation time of the standard Moses baseline system.

The proposed methodology is graphically illustrated infaiwing
Figure.
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|I‘Iput My grandparentsdo not bum anythingin that old chimney since | was a child

Example of source context information methodol ogy.

4 EXPERIMENTS

4.1 DATA AND PREPROCESSING

Arabic | Arabic’
Sentences 21,484| 21,484
Words | 168,5k| 216,9k
Vocabulary| 18,591| 11,038
Development Sentences 489 489
Words 2,989 | 3,806
Vocabulary| 1,168 | 980
Test Sentences 507 507
Words 3,224 | 4,132
Vocabulary, 1,209 | 1,002
Evaluation | Sentences 469 469
Words 2,289 | 3,760
Vocabulary| 1,217 | 948

Arabic training, development, test and evaluation sets before the
preprocessing (Arabic) and after (Arabic’)

Training

e For Arabic, the MADA+TOKAN system was used for disambigua-
tion and tokenization.

Chinese
Sentences 21,484
Words 182,2k
Vocabulary, 8,773
Development Sentences 489
Words 3,169
Vocabulary 881
Test Sentences 507
Words 3,352
Vocabulary| 888
Evaluation | Sentences 469
Words 3,019
Vocabulary| 859

Chinese training, development, test and evaluation sets.

Training

e For Chinese, no tokenization was performed.

English| English’
Sentences 21,484 | 21,484
Words 162,3k | 200,4k
Vocabulary| 13,666 7,334
Development Sentences 489 489
Words 2,969 | 3721
Vocabulary, 1,101 820
Test Sentences 507 -
Words 3,042
Vocabulary| 1,097

English training, development, test and eval uation sets before the
preprocessing (Englisn) and after (English’)

Training

e For English the tokenization was performed on punctuation maris

and contractions. Additionallay all words were lowercase, both |
the training and development sets.

4.2 OFFICIAL SUBMISSIONS

4.3 POSTPROCESSING

We used a strategy for restoring punctuation and case informationjas
proposed on the IWSLT'08 web page, using standard SRI LM tool§:
disambig to restore case information ahatden-ngramto insert miss-

INg punctuation marks.

4.4 EXPERIMENTAL RESULTS

Test
Baseline 54.47
BaselinerContexq 54.59\

BLEU results for Arabic-English test set.

Test
Baseline 41.32
Baseline-Context 41.38

BLEU results for Chinese-English test set.

Baseline: Please bring me a .
Baseline-Context: Give me another one , please .

REF: I would like one more , please .

Baseline: You see me ?
Baseline-Context: Do you understand what I'm saying ?

REF: Do you understand me ?

Baseline: What time does this train to ?
Baseline-Context: What time will the train arrive ?

REF: What time does the train arrive in Dover ?

Baseline: Got medicine without a prescription .
Baseline-Context: | got medicine without a prescription .

REF: | bought over-the-counter drugs .

Trangdation examples from the BaseLINe and BaseLINE+CONTEXT SYyS-
tems. Zh2En and Ar2En (from top to bottom).

4.5 EVALUATION RESULTS

Evaluation Position
49.51 6/9
50.64 6/9

Primary
Contrastive

|4

BLEU results for Arabic-English evaluation set (case+punctuation).
Additionally we show the position compared to the other participants.

Evaluation Position
39.55 6/12
39.66 6/12

Primary
Contrastive

L4

BLEU results for Chinese-English evaluation set (case+punctuation).
Additionally we show the position compared to the other participants.

5 CONCLUSIONS

This paper presented a novel techniqgue which allows to introduge
source context information into a phrase-based SMT system. The
technique is based on using a new concept of translation unit whigh
IS composed of a conventional phrase plus its corresponding origial
source context. The cosine distance is used as a measure of simildrity
between the source language side of the bilingual sentence pair and
the input sentence.

Preliminary results on the internal test set shows that this approgach
slightly helps to improve translation when working on a single da
main like the IWSLT task.This means that even working on a single
domain, test sentence translation can be further improved if using the

with the source context information technique. As a contrastive syg-

tem we submitted the MOSES-based system.

e Secondary system: the above MOSES-based system with the fpl-

lowing models and feature functions:

—TM(s), direct and inverse phrgserd based TM (10 words as
maximum length per phrase).

—Distortion model, which assigns a cost linear to the reordering

distance, while the cost is based on the number of source worfls

which are skipped when translating a new source phrase.
— Lexicalized word reordering model.

—Word and phrase penalties, which count the number of words afd

phrases in the target string.
—Target-side LM (4-gram).

Ing sentence (similarity measured with the cosine distance).

The presented technique of adding source context information canjbe
further improved in the near future. At the moment, we are using tije
entire sentence as source context. The novel technique may be furghet
Improved by: (1) using shorter or variable source context lengths; ()
using lemmas instead of words; dad(3) using syntactic categories.
Finally, this type of technigue may be more useful when working o
tasks which include dierent domains.
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