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Abstract

Currently most state-of-the-art statistical machine translation
systems present a mismatch between training and generation
conditions. Word alignments are computed using the well
known IBM models for single-word based translation. After-
wards phrases are extracted using extraction heuristics, unre-
lated to the stochastic models applied for finding the word
alignment. In the last years, several research groups have
tried to overcome this mismatch, but only with limited suc-
cess. Recently, the technique of forced alignments has shown
to improve translation quality for a phrase-based system, ap-
plying a more statistically sound approach to phrase extrac-
tion. In this work we investigate the first steps to combine
forced alignment with a hierarchical model. Experimental re-
sults on IWSLT and WMT data show improvements in trans-
lation quality of up to 0.7% BLEU and 1.0% TER.

1. Introduction

During the past years, several works investigated training of
phrase translation probabilities for phrase-based statistical
machine translation (cf. [1, 2, 3, 4]). By training we mean
a genuine statistical training that goes beyond pure count-
ing of phrases in word-aligned training data. While most of
these approaches suffer from overfitting problems, the first
work that successfully counteracts overfitting is [4]. The au-
thors train phrase models by applying a forced alignment
procedure where a slightly modified phrase-based decoder
is used to find a phrase alignment between source and target
sentences. Phrase translation probabilities are then updated
based on this alignment. By applying leaving-one-out in the
training procedure, overfitting effects can be diminished. The
phrase table which is learnt from forced alignments can be
used as phrase table itself in the translation system or can
be combined with the original phrase-based system. Experi-
ments in [4] show that the latter gives better results.

In recent years, conventional phrase-based systems have
been outerperformed by hierarchical phrase-based or syntax-
based systems. The papers [5, 6] describe first training ap-
proaches with forced alignment techniques with hierarchical

translation systems. However, they report difficulties when
aligning training sentences because of the restrictions in the
phrase extraction process. Our work is intended to neither
solve this problem nor propose any forced alignment train-
ing method on hierarchical systems. Instead, we want to see
the effects of combining a hierarchical system with forced
alignments from a phrase-based decoder.

The next section will recall phrase-based and hierarchical
phrase-based translation models. In Section 3 we describe
the phrase training method with forced alignments and in
Section 4 we explain how we combine these forced align-
ments with hierarchical translation models. An empirical
evaluation on two different tasks is done in Section 5. Fi-
nally, Section 6 concludes the paper.

2. Translation Models

In this work we will study the combination of two widely
used approaches to statistical machine translation. The main
difference between the two models lies in the basic units that
are used for the translation.

2.1. Phrase-based Translation Model

The phrase based translation model is based on the concept
of phrase, a bilingual pair of sequences of words that are
translations of each other [7].

Given a word-aligned training corpus, we extract those
phrases for which the source words are aligned only to tar-
get words within the phrase and vice-versa. This set can be
formalized for a sentence pair (fJ1 , e

I
1) as

P(fJ1 ,eI1, A) =
{〈f j2j1 , ei2i1〉 | j1, j2, i1, i2 s.t.

∀(j, i) ∈ A : j1 ≤ j ≤ j2 ⇔ i1 ≤ i ≤ i2
∧ ∃(j, i) ∈ A : (j1 ≤ j ≤ j2 ∧ i1 ≤ i ≤ i2)

}
,

(1)

where A is the alignment between the source and target sen-
tences expressed as a set of position pairs.
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2.2. Hierarchical Phrase-based Translation Model

The hierarchical approach [8] to machine translation is a gen-
eralization of the above model where the phrases are allowed
to have “gaps”. Those gaps are linked in the source and tar-
get language such that a translation rule specifies the location
of the translation of the text filling a gap in the source side.

The model is formalized as a synchronous context-free
grammar. The set of rules extracted from an aligned bilin-
gual sentence pair is best described in a recursive way. Given
a source sentence fJ1 , a target sentence eI1, an alignment
A between them and N the maximum number of gaps al-
lowed (usually N = 2), we can define the set of hierarchical
phrasesH(fJ1 , eI1, A) as

H(fJ1 , eI1, A) =
N⋃

n=0

Hn(f
J
1 , e

I
1, A) , (2)

where the Hn are the subsets of hierarchical phrases with n
gaps. For n = 0 the setH0 corresponds to the set of standard
phrases given in Equation 1, but expressed in the form of
rules of the grammar:

H0(f
J
1 ,e

I
1, A) ={
X → 〈f j2j1 , ei2i1)〉 | j1, j2, i1, i2 s.t.

∀(j, i) ∈ A : j1 ≤ j ≤ j2 ⇔ i1 ≤ i ≤ i2
∧ ∃(j, i) ∈ A : (j1 ≤ j ≤ j2 ∧ i1 ≤ i ≤ i2)

}
.
(3)

We then proceed to define the following sets in a recursive
manner. Denoting with F and E the vocabulary of the source
and target languages respectively, and withN the set of non-
terminals, we can define

Hn(f
J
1 ,e

I
1, A) ={
X → 〈αX∼nβ, δX∼nγ〉 |

α, β ∈ (F ∪N )?, δ, γ ∈ (E ∪ N )?

∧ ∃j1, j2, i1, i2 : j1 < j2, i1 < i2 :
(
X → 〈αf j2j1 β, δei

2

i1γ〉 ∈ Hn−1(f
J
1 , e

I
1, A)

∧X → 〈f j2j1 , ei2i1〉 ∈ H0(f
J
1 , e

I
1, A)

)}
,

(4)

where the ∼ denotes the relationship between non-terminals
in the source and the target side.

The total set of hierarchical phrases extracted from a par-
allel corpus is the union of the hierarchical phrases extracted
from each of its sentences. As can be seen from Equation 4,
in the standard approach only one generic non-terminal is
used. There are works which propose to extend the set of
non-terminals, see e.g. [9].

It is common practice to include two additional rules to the

set of hierarchical rules

S → 〈S∼0X∼1, S∼0X∼1〉 (5)

S → 〈X∼0, X∼0〉 (6)

where S is the initial symbol in the grammar. Rule (5), usu-
ally denoted as “glue rule”, allows the concatenation of hi-
erarchical phrases in a manner similar to monotonic phrase-
based translation. Rule (6) allows the substitution of the ini-
tial symbol in the grammar with the generic non-terminal that
allows the translation process to be carried out.

2.3. Common Features

Up to this point we have focused on the description of the
structural part of the translation models, but we did not spec-
ify how to compute the probabilities associated with the
translations. For both the phrase-based and the hierarchical-
based models we define the probability using a log-linear
model combination, as is standard practice in current state-
of-the-art systems.

Given a source sentence fJ1 that is to be translated into a
target sentence eI1, the translation probability is defined di-
rectly as

p(eI1|fJ1 ) =
exp

(∑M
m=1 λmhm(fJ1 , e

I
1)
)

∑
ẽĨ1
exp

(∑M
m=1 λmhm(fJ1 , ẽ

Ĩ
1)
) . (7)

In most state-of-the-art systems only an approximation to this
equation is used. Instead of taking into account all the possi-
ble ways to generate a translation by using the basic unit of
the models (phrases or hierarchical rules), we only consider
the combination with the maximum probability. To formally
define the probability we would need to add an additional
variable to represent this set of units and how they are com-
bined with each other. At this point, this would however only
clutter the exposition.

The set of feature functions hm(fJ1 , e
I
1) is very similar in

both models and is composed of

• Phrase translation probabilities in source-to-target and
target-to-source directions. This is an estimation of the
probabilities of the basic units in the models (simple
phrases or hierarchical phrases). Standard practice is
to estimate these probabilities as relative frequencies.
In this work we will study alternative ways to compute
these probabilities.

• IBM1-like word-based probabilities computed at the
phrase level, also in source-to-target and target-to-
source directions. These probabilities can be seen as a
smoothing of the afore mentioned phrase-based proba-
bilities. In the case of the hierarchical model, the non-
terminals in the rules are simply ignored in the compu-
tation.
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• Language model probabilities of the produced transla-
tion.

• Different penalties. These heuristic features help in
controlling different aspects of the translation. A word
penalty can guide the translation process into choosing
longer or shorter translations, a penalty for rules not in
the set H0 can favour hierarchical rules over lexical
phrases, etc. The set of chosen features is dependent
of the model used, but they are similar in spirit.

• Phrase count features which penalize phrases with low
counts.

The values for the scaling factors λm are estimated by min-
imum error rate training, a numerical method that optimizes
a measure of translation quality (usually BLEU) on a held-
out development set [10].

3. Forced Alignments

The standard phrase extraction procedure defined in Equa-
tion 1 requires a word alignment to be provided. Normally
this alignment is computed using probabilistic models, usu-
ally the word-based IBM translation models [11] as imple-
mented in the GIZA++ toolkit [12], which are different to
the ones later used in the translation process. This produces
a mismatch between the phrase extraction procedure and the
translation procedure, as they are based on different stochas-
tic models, which are applied independently of each other.
Other approaches have tried to bridge this mismatch between
training and decoding, e.g. [1, 2, 3]. Recently, consistent im-
provements in translation quality could be achieved [4].

In this work we investigate a first approach to incorporate
the techniques proposed in [4] in the hierarchical phrase-
based approach. In this section we describe the training pro-
cedure and the model by which the phrase counts are com-
puted, which we will later incorporate into the hierarchical
translation system.

3.1. Forced Alignment for Phrase-Based Models

An illustration of the basic idea of the forced alignment train-
ing can be seen in Figure 1. The forced alignment procedure
performs a phrase segmentation and alignment of each sen-
tence pair of the training data using a modification of the
translation decoder. To do this, the translation decoder is con-
strained to produce the reference translation for each bilin-
gual sentence pair. No language model is used in search,
as the target side is already given, but otherwise the set of
models used is identical to unconstrained translation listed in
Section 2.3.

Given a source and a target sentence, we search for the
best segmentation and alignment that covers both sentences.
I.e., we want to find a set of phrases and their disposition
in order to maximize the probability defined by extending

Figure 1: Illustration of phrase training with forced align-
ment.

Equation (7) to take the phrase segmentation into account, as
noted in Section 2.3.

For efficiency, a phrase matching is performed on both
source and target side before the search. Sentences for which
the decoder cannot find an alignment are discarded for the
phrase model training. ln order to avoid overfitting, leaving-
one-out is applied in search which modifies the phrase trans-
lation probabilities for each sentence pair. For a training
example (fn, en), we discount the occurrences of a given
phrase in this sentence pair from the phrase counts obtained
from the full training data. Let Cn(f̃ , ẽ) be the count for
phrase 〈f̃ , ẽ〉, that were extracted from this sentence pair, and
similarly the marginal counts Cn(ẽ) and Cn(f̃). The result-
ing leaving-one-out phrase probability for training sentence
pair n is

pl1o,n(f̃ |ẽ) =
C(f̃ , ẽ)− Cn(f̃ , ẽ)

C(ẽ)− Cn(ẽ)
. (8)

In order to avoid zero-probabilities (and thus possibly un-
translated sentence pairs), phrase pairs for which the count
would be reduced to zero are assigned a small probability
close to zero. Here, we follow the length-based leaving-one-
out strategy described in [4], setting the probability for sin-
gleton phrases to α = β(|f̃ |+|ẽ|), with β = e−5 where e
denotes Euler’s constant. This corresponds to a penalty of 5
in the logarithmic space. The exact value for β has proven
inconsequential. For our experiments, one iteration of forced
alignment was performed to produce the final phrase table.

3.2. Phrase Model

The phrase model we used corresponds to the count model
described in [4]. From the n-best list we compute the phrase
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Figure 2: Experimental setup for forced alignment, including
the original setup from [4] on the right-hand side and the
setup proposed in this paper on the left-hand side.

counts CFA(f̃ , ẽ). Each item of the n-best list is weighted
equally, and the size is set to n = 100. The translation prob-
ability of a phrase pair (f̃ , ẽ) is estimated as

pFA(f̃ |ẽ) =
CFA(f̃ , ẽ)∑

f̃ ′

CFA(f̃
′, ẽ)

. (9)

4. Combining Forced Alignments with
Hierarchical Phrase-based Translation

There are several ways to use the estimated model from Sec-
tion 3 in translation systems. The simplest method is to take
the phrase table from forced alignments and use this directly
as phrase table in the decoder. Another possiblity is to com-
bine this table with the original phrase table.

In both [1] and [4] the authors show that a fixed log-linear
interpolation of the phrase translation probabilities of the es-
timated model with the original model gives the best results.
Inspired by this, we want to combine the forced alignment
table with a hierarchical phrase table.

In order to perform an interpolation of the phrase tables
containing different sets of phrase pairs, the intersection of
both is retained. This approach cannot be adapted to the hi-
erarchical model because an intersection would result in a
phrase table without containing any hierarchical rules. This
is not our intention, rather we would like to obtain a hierar-
chical model with improved translation probabilites. There-
fore we filter the phrase table trained with forced alignment
with the hierarchical phrases such that only rules are re-
tained that are already known to the hierarchical system. The

Table 1: Corpus Statistics on IWSLT 2010, BTEC

Arabic English
Train: Sentences 23,940

Running Words 206,008 240,125
Vocabulary 15,861 8,258
Singletons 7,152 3,516

test04: Sentences 500
Running Words 3,537 –

Vocabulary 1,183 –
OOV rate 3% –

test08: Sentences 507
Running Words 3,478 –

Vocabulary 1,141 –
OOV rate 3.9% –

test05: Sentences 506
Running Words 3,421 –

Vocabulary 1,185 –
OOV rate 3.5% –

new probabilities are then estimated in the following way.
First, for every phrase pair (f̃ , ẽ), we compute the new count
CM (f̃ , ẽ) by

CM = CFA(f̃ , ẽ) + CH(f̃ , ẽ), (10)

where CFA(f̃ , ẽ) is the count of the phrase pair in the filtered
forced alignment table and CH(f̃ , ẽ) denotes the count from
the original hierarchical phrase table. The same is done with
the source and target marginals of all phrases, i.e., the counts
from both tables are added up. In the end, the phrase proba-
bilities can be estimated by renormalizing the counts as given
in Equation (9). We will denote this method by filteredFA.

We also performed experiments with a different combina-
tion method which comes closer to what is reported in [4].
Instead of filtering the forced alignment table we intersect it
with the non-hierarchical phrases from our hierarchical rules
set. This set is then joined with the pure hierarchical phrases
as follows:

HFA =
{
X → 〈α, δ〉 | α ∈ (F ∪N )?, δ ∈ (E ∪ N )? :

(X → 〈α, δ〉 ∈ Hn ∧ n > 0),

∨ (X → 〈α, δ〉 ∈ H0 ∧ 〈α, β〉 ∈ PFA)
}
,

(11)
where Hn is the set of hierarchical rules as defined in Equa-
tions 3 and 4 and PFA is the set of rules which we obtain
from forced alignments.

When intersecting and joining phrase pairs, counts are
added and probabilities are renormalized as described above.
This method will be denoted by intersectFA. Note that the
hierarchical and the phrase-based system are trained inde-
pendently in all cases.
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Table 2: BLEU[%] results on IWSLT.

test04 test08 test05
hierarchical baseline 58.8 57.1 62.5
hierarchical+filteredFA 59.3 57.5 62.2
hierarchical+intersectFA 58.6 56.3 61.5
hierarchical+syntax 59.0 57.5 61.4
hierarchical+syntax+filteredFA 60.6 57.5 62.1

Table 3: TER[%] results on IWSLT.

test04 test08 test05
hierarchical baseline 27.6 29.6 25.4
hierarchical+filteredFA 26.6 28.6 25.2
hierarchical+intersectFA 27.8 29.9 26.0
hierarchical+syntax 26.7 28.6 25.9
hierarchical+syntax+filteredFA 26.2 28.6 25.5

5. Experimental Results

We conducted our experiments on two different tasks. One
is on the Arabic-English data published for the International
Workshop on Spoken Language Translation (IWSLT) 2010
BTEC task. The other task is on German-English Europarl
and news data.

We trained a phrase-based and a hierarchical statistical MT
system (cf. [13] and [14]). The phrase-based system was
used to train forced alignments as described in Section 3. The
hierarchical system is used as baseline and combined with
the retrained phrase table from the forced alignment training
using the phrase-based system.

5.1. Results

First, we present our results on the IWSLT 2010 BTEC task
for Arabic-to-English for which corpus statistics are given in
Table 1. We give BLEU scores in Table 2 as well as TER
scores in Table 3. We chose test04 as development set and
test08 and test05 as blind test sets.

We experimented with a hierarchical baseline system and a
hierarchical system enriched with soft syntactic labels [15].
The second will be simply denoted by the label syntax in
our tables of results. The filtering method from Section 4
improves both the baseline and the system with syntax infor-
mation, though improvements can be found only on one of
the test sets each. The intersection method was only tested
on the simple baseline and performed worse on all test sets.

In order to investigate our method on a larger corpus, we
experimented on the English-to-German Quaero project cor-
pus from 2010. This corpus mainly contains the data from
the Workshop of Machine Translation (WMT) 2010, namely
Europarl and news-commentary data. In addition to that, our
corpus contains project internal data which is also from the

Table 4: Corpus Statistics on Quaero 2010

English German
Train: Sentences 1,799,293

Running Words 46,708,144 44,626,470
Vocabulary 121,857 369,859
Singletons 45,648 176,657

Dev: Sentences 2,121
Running Words 51,343 52,946

Vocabulary 7,313 9,863
OOV rate 0.6% 1.1%

Test: Sentences 2,007
Running Words 49,763 51,119

Vocabulary 7,119 9,680
OOV rate 0.5% 1.1%

Table 5: BLEU[%] results for English-German news.

Dev Test
hierarchical base 17.6 18.6
hierarchical filteredFA 17.8 19.0
phrase-based base 17.1 17.8
phrase-based filteredFA 17.3 18.4

news-commentary domain. Table 4 shows an overview of the
corpus. The development and test sets are official WMT sets.
Our development set is the combined nc-dev07 and nc-test06
and our blind test set is nc-test07.

Table 5 and Table 6 show phrase-based and hierarchical
baselines as well as both systems using forced alignment.
The improvement that forced alignments yield on the phrase-
based system are not fully carried over to the hierarchical
system. Still we find an improvement of 0.4 BLEU on the
test set.

5.2. Translation Examples

In this section, we present some translation examples by
comparing the hierarchical phrase-based baseline system to
the one using forced alignments as presented in Section 4.
Examples are taken from the test set of the English-to-
German Quaero 2010 system.

Table 6: TER[%] results for English-German news.

Dev Test
hierarchical base 66.9 65.0
hierarchical filteredFA 66.9 64.6
phrase-based base 67.8 65.7
phrase-based filteredFA 66.4 64.5
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Table 7: Translation examples from the WMT nc-test07 set for English-German.

source This makes an increase in immigration unavoidable.
hierarchical Dies ist ein Anstieg der Einwanderung unvermeidlich.
hierarchical+FA Das macht eine zunehmende Einwanderung unvermeidlich.
reference Schon das macht eine vermehrte Einwanderung unvermeidlich.
source Saving Alstom by nationalizing the company is obviously wrong.
hierarchical Die Rettung von Alstom durch das Unternehmen verstaatlicht ist offenkundig falsch.
hierarchical+FA Die Rettung von Alstom durch Verstaatlichung des Unternehmens ist offenkundig falsch.
reference Alstom durch die Nationalisierung des Unternehmens zu retten, ist offensichtlich falsch.
source So it would be highly imprudent to extrapolate Bolivia’s current crisis to the rest of Latin America.
hierarchical Daher wäre es höchst unvorsichtig, rechnet die gegenwärtige Krise in Bolivien auf die restliche

Lateinamerika.
hierarchical+FA Daher wäre es höchst unvorsichtig zu extrapolieren die aktuelle Krise in Bolivien auf die restliche

Lateinamerika.
reference Es wäre also äußerst unvorsichtig, Boliviens aktuelle Krise auf das übrige Lateinamerika zu

übertragen.

Table 7 shows three examples with improved translation
quality. In the first sentence, the baseline system is miss-
ing a translation of the verb makes/macht which is present
in the variant using forced alignments. The second example
shows an improvement when translating the English phrase
by nationalizing the company. In the baseline system, this
is translated to durch das Unternehmen verstaatlicht which
can be (back-)translated to nationalized by the company, i.e.
a wrong wording is produced. The system using forced
alignments generates the term durch Verstaatlichung des Un-
ternehmens which is a correct translation. Note that for this
sentence the reference provides a synonym as correct trans-
lation of nationalizing, namely Nationalisierung instead of
Verstaatlichung. In the third example, the English infinitive
extrapolate is mistranslated as rechnet (calculates,expects) in
the baseline system. The system with forced alignments gen-
erates the correct zu extrapolieren.

6. Conclusion

We have shown that forced alignments trained for phrase-
based systems can improve not only phrase-based systems
themselves but also show a positive effect on hierarchical
systems. Our proposed techniques yield improvements on
the IWSLT 2010 task of up to 0.7% BLEU and up to 1.0%
TER depending on the test set. Also on a large scale task as
Quaero 2010 we gain up to 0.6% BLEU. Translation exam-
ples show that the forced alignments from the phrase-based
decoder lead to better lexical choice during the decoding pro-
cess of the hierarchical system.

Since our hierarchical translation systems with forced
alignments contain the same phrase pairs as the hierarchi-
cal baseline system, only with different probabilites, we can-
not report smaller and faster translation systems as done
in [4]. However, this work is intended to report first exper-

iments with forced alignments in hierarchical systems and
shall stimulate research on training forced alignments di-
rectly with hierarchical phrases. Further, our method can
be seen as a step towards a genuine combination of phrase-
based and hierarchical translation systems that goes beyond
standard system combination.
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