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Abstract

We present a pilot study on a Hybrid Ma-
chine Translation system that takes advan-
tag e of multilateral system-specific meta-
data provided as part of the shared task.
The proposed solution offers a machine
learning approach, resulting into a selec-
tion mechanism able to learn and rank sys-
tem outputs on the sentence level, based on
their quality. For training, due to the lack
of human annotations, word-level Leven-
shtein distance has been used as a qual-
ity indicator, whereas a rich set of sen-
tence features was extracted and selected
from the dataset. Three classification algo-
rithms (Naive Bayes, SVM and Linear Re-
gression) were trained and tested on pair-
wise featured sentence comparisons. The
approaches yielded high correlation with
original rankings (tau = 0.52) and selected
the best translation in 54% of the cases.

1 Introduction

Optimizing Machine Translation (MT) perfor-
mance through Hybrid Machine Translation has
been a long standing goal, given the possible bene-
fit from combining systems of different theoretical
backgrounds (Habash, 2003). So far, research has
adopted several approaches to MT system com-
binations. A vast majority of them treat the par-
ticipating MT systems as black boxes, aiming to
combine them based on some universal measure of
quality (Callison-Burch and Flournoy, 2001). This
has also allowed combinations of different outputs
to take place on a word or phrase level (Matusov
et al., 2006; Rosti et al., 2007; Hillard et al., 2007).

Meanwhile, there have been many suggestions
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that information derived from the translation pro-
cess can contain useful hints for the quality of
the produced output. Positive results have been
shown on the development of Confidence Estima-
tion metrics, in most of the cases complementing
other universal features (Quirk, 2004; Rosti et al.,
2007; Specia et al., 2009). Though, the best way to
take advantage of such information, deriving from
systems of different origin, remains still an open
question.

Here we demonstrate a pilot study which tries to
take advantage of the multi-dimensional and het-
erogeneous annotation annotation over MT out-
put, provided in the frame of the MLAHMT-2011
shared task. In Section 2, we try to re-formulate
the problem in a way which is easier to approach
using Machine Learning (ML). In Section 3, we
show how a suitable feature set has been extracted.
In Section 4 we show the performance of Machine
Learning algorithms and in Section 5 we provide
a discussion of the results.

2 Re-formulation of the problem

2.1 Focus on a sentence level

The ML4HMT-2011 corpus provides a develop-
ment and a test set of approximately 1,000 sen-
tences each, translated by 5 different systems.
Each translation output is accompanied with meta-
data referring to parts of the process each sys-
tem performed. Although the annotation is rich,
the main difficulty of the task relies on the fact
that each system provides a different set of meta-
data, which are scattered over different derivation
steps, that are not comparable through with other.
For example, statistical systems provide statistics
on the decoding steps and their search algorithm,
while rule-based systems yield several derivation



steps within their tree analyses. For this reason, a
simplified approach would be to restrict the gran-
ularity of the combination on the sentence level.
This allows for a better picture on the compilation
of the feature vectors that are required in a ML ap-
proach. It could also be applied for selecting the
backbone translation in other MT combination ap-
proaches.

2.2 Pairwise decisions and ranking

Working on a sentence level leads to the goal of
building an empirical selection mechanism, which
would be able to estimate the quality of the gener-
ated sentence alternatives on the fly and choose ac-
cordingly. A draft learning approach on this direc-
tion would use a classification method, where the
id of the best system serves as the class, and meta-
data from all alternative outputs forms the feature
vector for the classification. This approach, how-
ever, would result in a really difficult problem to
solve, given also the size of the data, which would
probably lead into sparseness problems.

Instead, we consider the tactic of breaking the
quality judgement into pairwise comparisons, be-
tween all the 5 translation outputs per source sen-
tence. This gives a total of about 17,000 train-
ing instances with binary classes, which makes
the training of a classifier more plausible. Addi-
tionally, the classifier now has to “learn” and pro-
vide a binary answer to the much simpler question
“which of these two sentences is better?”, given
the meta-data from the two systems themselves.
The pairwise (positive or negative) judgments are
then summed up, so as to order the 5 outputs based
on their predicted quality. We have therefore re-
formulated the problem into modelling a quality
ranking of the sentences. Coming back to the sys-
tem combination requirement, the best ranked sen-
tence can then be selected for the combined out-
put.

2.3 Supervised learning

It would make sense to try to learn such a mech-
anism, given a training set with relatively reliable
quality indicators, for example, results of human
evaluation. Unfortunately, although a develop-
ment set has been provided, it does not include
an objective measurement of quality within each
set of 5 alternatives. The only relevant informa-
tion can be derived from the reference translation,
which, in a way, forms the gold translation that
that the MT systems should reach.

As an answer to this question, we examined
the so-called segment-level metrics that could pro-
vide this information. In the end, word-level Lev-
enshtein distance seemed to adhere better to our
needs. So, thereafter we consider this as a quality
indication and we will develop and evaluate the
ML outcome based on it. This would provide us
with an intuition for the learning capabilities of the
approach and allow a potential shift to gold human
judgments, when these are available.

3 Extracting and selecting features

Given the decisions described above, the various
multilateral and overlapping annotations on sev-
eral levels of the translation process have to be
converted to a shallow set of sentence-level fea-
tures.

3.1 Defining sentence-level features

Based on our intuition given the knowledge about
the functioning of each system, we extracted the
following features:

e Joshua: overall translation probability, tuned
weights, count of phrases. Decoding search
features included the number of pre-pruned,
added, merged nodes, and of fuzzy matches.
Three sentence-level statistics were derived
from the sequence of feature scores for every
decoding step leading to the dominant output:
average, standard deviation and variance.

e MaTrEx: overall translation probability,
tuned weights, count of phrases. As done
above, three sentence-level statistics were de-
rived from the sequence of phrase scores and
future cost estimates: average, standard devi-
ation and variance.

e Lucy: indication that the system performed
phrasal analysis and segment combination
in the transfer phase (Federmann and Hun-
sicker, 2011), counts of all nodes appearing
in the derivation trees.

e All: Scores provided by external lin-
guistic analysis tools, including language
model probability (bi-gram, tri-gram, 5-
gram), PCFG parsing score (ratio of target
to source), number of tokens, number of un-
known words. This information was needed
for the systems which had no other features
easily extractable.
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feature Inf. gain | Gain ratio | Gini
Lucy phrasal analysis 0.181 0.092 0.059
Joshua total probability 0.100 0.050 0.030
External Sgram score 0.000 0.037 0.000
MaTrEx std deviation of future cost 0.058 0.029 0.019
MaTrEx std deviation of probabilities 0.058 0.029 0.019
Joshua/MaTrEx phrase count 0.012 0.005 0.004

Table 1: Results of feature selection by Information Gain, Gain Ratio and Gini Index

feature ReliefF
Joshua total probability 0.064
Lucy phrasal analysis 0.023
MaTrEXx total probability 0.012
Joshua merged nodes 0.011
Joshua word penalty variance | 0.010

Table 2: Results of ReliefF feature selection

N-gram features have been generated with the
SRILM toolkit (Stolcke, 2002) using a language
model trained over all monolingual training sets
for the WMT 2011 Shared Task (Callison-Burch
et al.,, 2011), interpolated on the 2007 test set.
PCFG parsing was done with the Berkeley Parser
(Petrov and Klein, 2007), trained over an English
and a Spanish treebank (Mariona Taulé and Re-
casens, 2008). The feature selection algorithms
(as well as the learning algorithms below) were
implemented with the Orange toolkit (DemsSar
et al., 2004).

3.2 Feature selection

The whole extraction process, despite the fact that
many other annotations were ignored, resulted in a
set of more than 50 features per sentence (particu-
larly due to the counts of tree tags). Many machine
learning algorithms perform better when they are
provided rather smaller sets of uncorrelated fea-
tures. Even for the algorithms that perform sen-
tence selection themselves, big sets increase the
complexity and required runtime.

Three feature selection algorithms were exam-
ined as a first step. We computed scores for all
attributes based on ReliefF (Kononenko, 1994),
Information Gain (Kullback and Leibler, 1951),
Gain Ratio and Gini index (Ceriani and Verme,
2011), which can be seen in Tables 1 and 2. We
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classifier || p.ac. | 7 | b.ac
SVM 0.52 | 0.52 ] 0.53
Bayes 0.63 | 043 | 0.54
Linear 0.51 | 0.25 | 0.50

Table 3: Results of the classification process

chose the features that have a score higher than
0.01 in either of the metrics.

4 Machine learning algorithms

For the actual task of learning the pairwise com-
parisons, we trained a SVM, a Naive Bayes
(Cleveland, 1979) and a linear classifier. Feature
selection was applied for the latter two, as well as
imputation for the missing feature values. Due to
implementation issues SVM was lacking the fea-
tures of category “all” (Section 3). We computed
the pairwise accuracy (p.ac.) of the classification,
the segment-level tau coefficient (1), which indi-
cates the correlation with the rankings produced
with word-level Levenshtein distance and the ac-
curacy when focusing only on whether the best
rank was predicted (b.ac), all measured over the
test set. The results can be seen in table 3

5 Discussion

Best-rank accuracy indicates that the classifiers
managed to provide the best solution right away,
in 50-54% of the cases. This is relatively low, but
it can be still considered a small success, given
the fact that the probability of random selection
out of the five alternatives would be 20%. With
some manual evaluation look-up in the classifica-
tion performed by SVM, we were able to draw the
conclusion that this has mostly to do with the fact
that the classifier comes to a level of uncertainty
concerning the two best ranked sentences. So,



most of the times, contradictory judgments would
lead to a tie for the two best scored systems, al-
though only one of them needs to be selected. We
believe that further processing needs to take place,
so that ties as a result of uncertain classification,
particularly for the first rank, can be eliminated.
The classifier built with SVM gives the best av-
erage sentence-level correlation. This means that
it predicted the ranking of the systems better than
the other systems, although there were mistakes.
Though, the reproduced ranking was rarely too
bad, since only 6% of the sentences had a nega-
tive tau coefficient. We can also note that the tau
correlation given in this task is much higher than
the ones achieved by evaluation metrics in WMT
Shared Tasks (Callison-Burch et al., 2011), which
go up to 7 = 0.35. Though, human rankings are
not comparable with Levenshtein distance rank-
ings, therefore no clear comparison can be done.

6 Conclusion

We presented an effort to reduce Hybrid Machine
Translation selection into sentence-level ranking.
Features extracted from the sentence level have
been used to train three classification algorithms.
SVM shows high sentence-level correlation with
the original quality score, whereas Naive Bayes
succeeds slightly better into choosing the best
translation per sentence. The potential for further
improvement, with more sophisticated feature ex-
traction should be examined.
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