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Abstract

Machine translation (MT) plays an important
role in multilingual communication. Deal-
ing with natural language and a diversity of
language-pairs, it is not always possible to
have sufficient (linguistic) resources for a spe-
cific MT approach and a diversity of domains.
In this paper we compare a statistical MT sys-
tem with an example-based one and a hybrid
system. For a better overview we include in
our comparison also an on-line MT system.
We considered for our experiments a small-
sized domain-restricted corpus for Romanian
and English, in both directions of translation.
We also tested which impact part-of-speech
information has on the translation results.

1 Introduction

Machine translation (MT) plays an important role
in multilingual communication (especially in the
World Wide Web environment) and is already an
integrated part of current natural language process-
ing (NLP) applications, such as content management
systems (CMSs)1.

Dealing with natural language and a diversity of
language-pairs, it is not always possible to have
enough (linguistic) resources for a specific MT ap-
proach and a large variety of domains. There-
fore, we set out focus in this paper on corpus-based
MT (CBMT) approaches using a small-size corpus

1For example in the ATLAS (Applied Tech-
nology for Language-Aided CMS) project (http:
//www.atlasproject.eu/).

for training. We use for our experiments English-
Romanian as language-pair, in both directions of
translation.

We present several comparisons between CBMT
approaches, in different experimental settings:

• Comparing statistical MT (SMT), example-
based MT (EBMT) and hybrid MT (EBMT-
SMT) , when no additional linguistic informa-
tion is added to the corpus. The question which
appears is if hybrid systems can overtake the
pure CBMT approaches.

• Comparing SMT and EBMT, when part-of-
speech (POS) information is added to the data.
Usually it is thought that additional linguistic
information helps the translation process. The
questions we set is what the influence is when
small-sized data are involved and which the dif-
ference is between the two main CBMT ap-
proaches (SMT and EBMT).

For a better overview we compare our results with
the ones of an on-line MT system.

Experiments with smaller data (approx. 2.6K
sentences) have been presented in the literature in
(Popovic and Ney, 2006) for Serbian-English. Com-
parisons between SMT and hybrid or EBMT ap-
proaches are presented in the literature, but usually
larger data is used. The marker-based EBMT sys-
tem described in (Way and Gough, 2005) outper-
formed the SMT system presented in the same paper.
In (Smith and Clark, 2009) the hybrid EBMT-SMT
system is outperformed by a Moses-based SMT sys-
tem. SMT and EBMT approaches for Romanian

43



an English are shown in (Ignat, 2009) and (Irimia,
2009), respectively.

The paper is organized as follows: after the short
introduction we will present the MT systems em-
ployed. In Section 3 we describe the data used in
the experiments and we give a brief description of
Romanian. Section 4 shows the automatic evalua-
tion results and their interpretation. The paper ends
with conclusions and further work.

2 The MT Systems

In this section we present the CBMT systems used:
a Moses-based SMT system (Mb SMT), a pure
EBMT system (Lin − EBMTREC+) and a hy-
brid (EBMT-SMT) MT system (OpenMaTrEx). For
comparison reasons we also translated our test data-
set with an on-line MT system: Google translate.

2.1 The SMT System: Mb SMT (A)
The pure SMT system (Mb SMT) follows the de-
scription of the baseline architecture given for the
EMNLP 2011 6th Workshop on SMT2. Mb SMT
uses Moses3, an SMT system that allows the user
to automatically train translation models for the lan-
guage pair needed, considering that the user has
the necessary parallel aligned corpus. More details
about Moses can be found in (Koehn et al., 2007).
We used in our experiments SRILM (Stolcke, 2002)
for building the language model (LM) and GIZA++
(Och and Ney, 2003) for obtaining the word align-
ment information. We made two changes to the
specifications of the SMT workshop: we left out the
tuning step4 and we built an LM of order 3, instead
of 55.

2.2 The EBMT Systems: Lin− EBMTREC+

(B)
The EBMT system in this paper (Lin −
EBMTREC+) has been developed at the Uni-
versity of Hamburg. It combines the linear EBMT

2www.statmt.org/wmt11/baseline.html.
3www.statmt.org/moses/.
4Leaving out the tuning step is motivated by the size of the

data in this paper and the results we obtained in experiments
which are not the topic of this paper, when comparing SMT
with and without tuning. Not all tests with tuning showed an
improvement.

5The change has been motivated by results presented in
(Rousu, 2008)

approach with the template-based one – see (McTait,
2001) for the definitions of the EBMT approaches
and templates. It is based on surface-forms and
uses no linguistic resources, with the exception
of the parallel aligned corpus. It contains all
the three steps of an EBMT system6: matching,
alignment and recombination. Before starting the
translation, training and test data are pre-processed
in the same way as in Mb SMT, i.e. tokenization,
lowercasing etc. In order to reduce the search space
in the matching process, we use a word index.
The matching procedure is an approach based
on surface-forms, focusing in finding recursively
the longest common substrings. If during the
matching procedure the test sentence is found in
the training corpus, its translation represents the
output. Otherwise, the alignment and recombination
steps are performed. The alignment information is
extracted from the GIZA++ output of the Mb SMT
system. The longest TL aligned subsequences
are used further in the recombination step, which
is based on 2-gram information and word-order
constraints. In Lin − EBMTREC+ ideas from the
template-based EBMT approach are incorporated in
the recombination step, by extracting and imposing
several types of word-order constraints. More
information about the system, templates and how
combinations of constraints influence the results is
presented in (Gavrila, 2011).

2.3 The Hybrid System: OpenMaTrEx (C)

The hybrid EBMT-SMT system we used is Open-
MaTrEx: a free open-source EBMT system based
on the marker hypothesis. This hypothesis (Green,
1979) is a universal psycholinguistic constraint
which states that natural languages are ’marked’ for
complex syntactic structure at surface form by a
closed set of specific lexemes and morphemes.

OpenMaTrEx consists of a marker-driven chun-
ker, several chunk aligners, and two engines: one is
based on the simple proof-of-concept monotone re-
combinator (called Marclator7) and the other uses a
Moses-based decoder (called MaTrEx8).

From the two modes (Marclator and MaTrEx)
6The steps of an EBMT system are firstly described in (Na-

gao, 1984).
7www.openmatrex.org/marclator/.
8www.sf.net/projects/mosesdecoder/.
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in which OpenMaTrEx can be run, we chose for
this paper the hybrid MT architecture, the MaTrEx
mode. In this mode the system wraps around the
Moses statistical decoder, using a hybrid translation
table containing marker-based chunks as well as sta-
tistically extracted phrase pairs. For our experiments
we followed the training and translation steps as de-
scribed in (Dandapat et al., 2010).

The markers for English have been already con-
tained in OpenMaTrEx. They were derived from the
Apertium English-Catalan dictionaries9. The mark-
ers for Romanian were created from scratch during
the experiments presented in this paper. Morpho-
syntactic specifications from MULTEXT-East10 and
Wikipedia11 were used to derive the markers. There
are currently 366 Romanian and 307 English mak-
ers. More about the Romanian markers can be found
in (Gavrila and Elita, 2011).

2.4 The On-line System: Google Translate (D)

For comparison reasons we included an on-line
MT System – Google Translate (translate.
google.com) – in our experiments. The system
is a free statistically-based machine translation ser-
vice, provided by Google Inc. It translates a sec-
tion of text, document or webpage, from one source
language (SL) into the target language (TL). While
Google Translate is nominated as an SMT system
on Wikipedia.org, on the Google support web-
page12 it is only stated that it uses the “state-of-the-
art technology”, without reference to any specific
MT approach.

3 The Corpus

For our experiments we used a domain restricted,
small-sized corpus: RoGER. It is a parallel corpus,
aligned at sentence level. It is domain-restricted, as
the texts are from a users’ manual of an electronic
device.

The languages included in the development of
this corpus are Romanian (ro), English (en), Ger-
man and Russian. The corpus has been manually

9www.apertium.org/?id=whatisapertium\
&lang=en.

10nl.ijs.si/ME/V4/msd/html/msd-ro.html.
11ro.wikipedia.org/wiki/Parte_de_vorbire.
12translate.google.com/support/?hl=en.

compiled and verified. It is not annotated and di-
acritics are ignored. The initial text was prepro-
cessed by replacing numbers, websites and images
with “meta-notions” as follows: numbers by NUM,
pictures by PICT and websites by WWWSITE. In or-
der to simplify the translation process, some abbre-
viations were expanded.

The corpus contains 2333 sentences for each lan-
guage. The average sentence length is eleven to-
kens for English, Romanian and German and nine
for Russian. More statistical data about the corpus
is presented in Table 1. Punctuation signs are con-
sidered as tokens. More about the RoGER corpus
can be found in (Gavrila and Elita, 2006)

From the corpus, 133 sentences have been ran-
domly extracted as the test data, the remaining 2200
sentences being used as training data.

We considered two experimental settings: one
when no additional linguistic information is added
to the corpus (Experimental setting I) and one when
part-of-speech (POS) information is incorporated
in the corpus (Experimental setting II). While for-
mer setting uses all four MT system mentioned in
Section 2, the latter employs only Mb SMT and
Lin− RECREC+. This happens as only these two
MT systems work with the modified corpus, with
no real impact on the algorithms or other resources.
However, some POS information is indirectly in-
cluded in the OpenMaTrEx algorithm in the form of
markers.

For the Experimental setting II we annotated the
corpus by means of the text processing web ser-
vices described on the website of the Research
Institute for Artificial Intelligence of the Roma-
nian Academy (RACAI)13. The website provides
on-line web services for text processing (such
as tokenization, sentence splitting, POS Tagging
and lemmatization), factored translation and lan-
guage identification. More information about
the web-services can be found in (Tufis et al.,
2008). We concatenated the POS information to
the word as WORD+“POS”+POS, where “POS”
is a delimiter. A word with POS information
(WORD+“POS”+POS) is considered during the
translation as one token for the corpus-based MT ap-

13http://www.racai.ro/webservices/
TextProcessing.aspx - last accessed on June 27th,
2011.
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Feature English Romanian German Russian
No. tokens 26096 25850 27142 22383
Voc.* size 2012 3104 3031 3883
Voc. 1231 1575 1698 1904
(Word-frequency higher than two)

Table 1: The RoGER corpus – Some statistics (*Voc.=vocabulary).

proaches involved. From the information provided
by the web services we only used one of the POS
tags14

Statistical information on the data for Experimen-
tal setting I is shown in Table 2. The statistical in-
formation about the training and test data which con-
tains POS information is presented in Table 3 (Ex-
perimental setting II).

Data No. of Voc. Average
SL words size sentence length

en-ro
Training 27889 2367 12.68

Test 1613 522 12.13
ro-en

Training 28946 3349 13.16
Test 1649 659 12.40

Table 2: RoGER statistics (Experimental setting I).

Data No. of Voc. Average
SL words size sentence length

en-ro
Training 27816 2815 12.64

Test 1610 564 12.11
ro-en

Training 28954 4133 13.16
Test 1651 735 12.41

Table 3: RoGER statistics when additional POS informa-
tion is added (Experimental setting II).

3.1 Language Characteristics: Romanian

As English is the language mostly used in NLP, we
will present several characteristics of Romanian in
this subsection.

14The C-TAG: The first tag after the lemma provided by the
web services.

Romanian is a morphologically rich language,
having less resources when compared with other Eu-
ropean languages. It is an Eastern Romance lan-
guage, with grammar and basic vocabulary closely
related to those of its relatives (e.g. Italian, Spanish,
French). It has been influenced by several other lan-
guages, such as the Slavic languages, Hungarian and
Turkish. This influence is encountered especially at
lexical level.

Among the language-specific characteristics in-
duced by its Latin origin are the following: a 3-
gender system, double negation and pronoun-elliptic
sentences. Also, as in all Romance languages, Ro-
manian verbs are highly inflected (according to per-
son, number, tense, etc.) Another Latin element that
has survived in Romanian while having disappeared
from other Romance languages is the morpholog-
ical case differentiation in nouns, albeit reduced
from the original seven to only three forms (nomi-
native/accusative, genitive/dative and vocative).

It is the only Romance language where definite
articles are attached to the end of the noun or the ad-
jective as enclitics, depending on the position of the
adjective before or after the noun. This phenomenon
is encountered in some Slavic languages (Bulgarian,
Macedonian), in Scandinavian languages and in Al-
banian.

4 Experimental Results

We evaluated our translations using two automatic
evaluation metrics based on n-grams: BLEU and
NIST. Due to lack of data and further translation
possibilities, the comparison with only one reference
translation is considered in these experiments.

Although criticized, BLEU (bilingual evaluation
understudy) is the score mostly used in the last years
for MT evaluation. It measures the number of n-
grams, of different lengths, of the system output that
appear in a set of reference translations. More de-
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tails about BLEU can be found in (Papineni et al.,
2002).

The NIST Score, described in (Doddington,
2002), is similar to the BLEU score in that it also
uses n-gram co-occurrence precision. If BLEU con-
siders a geometric mean of the n-gram precision,
NIST calculates the arithmetic mean. Another dif-
ference is that n-gram precisions are weighted by the
n-gram frequencies.

The evaluation scores for all four MT systems
(Experimental setting I) are shown in Table 4. In
this table several explanations are needed: A is
Mb SMT, B Lin−EBMTREC+, C OpenMaTrEx
and D Google translate.

Score A D C B
en-ro

BLEU 0.4386 0.4782 0.3934 0.3085
NIST 6.5599 6.9334 5.9725 5.5322

ro-en
BLEU 0.4765 0.5241 0.4428 0.3668
NIST 6.8022 7.4478 6.4124 6.2991

Table 4: Evaluation results for RoGER (no POS Informa-
tion).

It can be seen that for all cases the pure SMT sys-
tem is better than the hybrid system. The EBMT
system is the last. The on-line MT system overtakes
all MT systems we trained.

Table 5 shows how POS information influences
the translation results of Mb SMT (System A) and
Lin− EBMTREC+ (System B)

Score A B
en-ro

BLEU 0.3879 0.2916
NIST 5.8047 5.0893

ro-en
BLEU 0.4618 0.3559
NIST 6.3533 6.0039

Table 5: Evaluation results for RoGER (additional POS
information).

A comparison between the results of the two set-
tings (with and without additional POS in the cor-
pus) is shown in Figure 1.

For this specific data the results which contain
POS information are lower than the ones without ad-

Figure 1: Comparison of the Evaluation Results

ditional information. There are two reasons for these
results: either POS information is affecting nega-
tively the translations or the automatic scores can-
not capture the improvement. Therefore, we should
manually analyze part of the results. The negative
impact can be due to incorrect results of the web-
services (incorrect POS attached) or increase of data
sparseness, which has a direct impact on the statisti-
cal approaches and the word alignment.

For a better overview on the results we compared
the tokens15 of the translations with those in the ref-
erences. The results are shown in Table 6 in which
“Common tokens” (CT) are tokens which the refer-
ence and the translation have in common and “Or-
dered common tokens” (O.CT) are common tokens
between the translation and its reference, which have
the same order in both sentences.

For example, the following two sentences:
I decided to go home by bus.
We go to the theater by car.
have three “common tokens” (to, go, by) and two
“ordered common tokens” (go, by).

The percentage values in Table 6 are calculated
from the total number of tokens in the reference
translation. The results for Mb SMT are closer to
the reference translation. Moreover, the use of POS
information influences negatively the values.

We manually analyzed the results of Mb SMT
15In this context token means word, number or punctuation

sign.
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Desc. Ref. A B
en-ro

Total 495 490 466
CT - 352 (71.11%) 302 (61.01%)
O. CT - 343 (69.29%) 244 (49.29%)

en-ro and POS
Total 490 472 480
CT - 273 (55.71%) 257 (52.45%)
O. CT - 267 (54.49%) 211 (43.06%)

Table 6: Comparison between the translations and their
references (Ref.=reference, Desc.=description).

and Lin− EBMTREC+ from the point of view of
adequacy16 and fluency17. Although not fully rele-
vant,as only one human evaluator was available, but
still with possible impact on further research, the av-
erage results for adequacy and fluency are presented
in Table 7. The evaluation scale for adequacy and
fluency is the one described in (LDC, 2005):

Adequacy: 1=None, 2=Little, 3=Much, 4=Most,
5=All.

Fluency: 1=Incomprehensible, 2= Disfluent,
3=Non-native, 4=Good, 5=Flawless

Evaluation A B
en-ro

Adequacy 4.22 3.64
Fluency 4.08 3.44

en-ro and POS
Adequacy 4.1 3.66
Fluency 3.74 3.3

Table 7: System analysis: adequacy and fluency (average
values).

These results confirm the automatic evaluation
scores and previous analyses.

The test scenario was kept as realistic as possible.
Therefore, we have not excluded test sentences al-
ready in the training corpus: common users do not
analyze the texts before translating them. Next to
tests sentences included in the training data, also

16Adequacy refers to the degree to which information present
in the original is also communicated in the translation.

17Fluency refers to the degree to which the output is well
formed according to the rules of the target language.

out-of-vocabulary (OOV) words have a direct im-
pact on the translation results. An overview of these
two aspects in our data is shown in Table 8.

Corpus No. of Sentences
OOV-Words in the
(% from voc.* size) corpus

en-ro
Test 60 (11.49%) 37 (27.81%)

Test (POS) 74 (13.12%) 37 (27.81%)
ro-en

Test 84 (12.75%) 34 (25.56%)
Test POS 116 (15.78%) 34 (25.56%)

Table 8: Analysis of the test data sets (Experimental set-
tings I and II) (*voc.=vocabulary).

As expected, the number of OOV-words increases
when POS information is included in the data. Also
the number increases when Romanian is the source
language. This happens due to the characteristics of
the language.

5 Conclusions and Further Work

In this paper we presented several CBMT experi-
ments with different approaches using a small-sized
domain-restricted corpus.

Analyzing the results it can be concluded that
not always additional linguistic information im-
proves the MT results. Also combining different
approaches does not always lead to better results.
The training and test data themselves, the impact
of additional information (such as increase of data
sparseness) directly influence the translations. For
under-resourced language-pairs or lower-resourced
domains it can be enough just the use of a pure SMT
system.

For a better understanding of the results further
(manual) analysis is required. Moreover, we need
to run more tests with different language-pairs and
corpora. Some further results in this direction can
be found in (Gavrila and Elita, 2011).
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