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Abstract

In this paper we present a prototype trans-
lation system that uses only a source-
language (SL) tagger, a bilingual dictio-
nary and a lemmatised target-language
(TL) corpus. In our approach, the TL
corpus is innovatively exploited both for
lexical selection (selecting among the dif-
ferent translations proposed by the dictio-
nary) and for structure building of the out-
put. To that end a series of n-gram model
over lemmas and POS tags are built from
the TL corpus, which are then searched at
run-time. The system presented here uses
Spanish as SL and English as TL but the
architecture is language independent and
translatable to languages with very little
NLP development.

1 Introduction

The prototype translation system that we present
in this paper is currently being developed in the
framework of Metis-II (Vandeghinste et al., 2006).
The goal of this project is to achieve corpus-
based translation on the basis of a monolingual
target corpus and a bilingual dictionary only. The
bilingual dictionary functions as a flat translation
model that provides n translations for each source
word. The most probable translation given the
context is then selected by consulting the statis-
tical models built off the TL corpus. The Eng-
lish corpus is a lemmatized version of the British
National Corpus1 tagged using the CLAWS5
tagset. Clearly, syntactic divergences between the

1The British National Corpus, version 2 (BNC World).
2001. Distributed by Oxford University Computing
Services on behalf of the BNC Consortium. URL:
http://www.natcorp.ox.ac.uk/

source and target languages are among the major
challenges that this minimalist translation strategy
faces.

Transfer systems typically address structural
translation divergences via explicit bilingual map-
ping rules. Example-based systems learn those
mappings from big parallel corpora (e.g. MSR-
MT (Richardson et al., 2001)). However, we are
keen not to use an expensive resource such as a
parallel corpus, essential to EBMT, and we also
want to avoid the laborious and time-consuming
task of manually encoding all structure changes
between SL and TL in a set of hand-written map-
ping rules.

As we will see, in our approach, we are able
to do without a complex transfer component by
handling translation divergences in the TL gen-
eration component. This solution is in line with
other Generation intensive systems such as the
Generation-Heavy MT approach of (Habash and
Dorr, 2002). By pushing the treatment of trans-
lation mismatches to the TL end component of
the system, we make the treatment independent
of the source language and consequently much
more general. Like us, Habash and Dorr are able
to dispense with expensive sophisticated resources
for the source language, however, unlike us, they
need rich target-language resources, such as lexi-
cal semantics, categorial variation and subcatego-
rization frames. Our approach requires only a TL
corpus, tagged for part-of-speech and very basi-
cally chunked. Habash and Dorr’s approach is ac-
complished by employing their complex symbolic
TL resources to overgenerate multiple lexico-
structural variations from a target-glossed syn-
tactic dependency of the source-language sen-
tence. This overgeneration is constrained at a later
stage by a statistical TL model. By contrast, in



our approach it is the statistical TL model itself
which accounts for the different possible lexico-
structural variations.

Our approach is also in line with the work pre-
sented by (Carbonell et al., 2006). The output of
the bilingual dictionary, in their case, is decoded
via long overlapping, built over full-form words,
and not lemma-tag pairs like in our case. Also,
in their system, in order to account for translation
divergences, words and phrases in the SL and TL
are substituted by synonyms and near-synonyms,
which have been previously learned from TL and
SL monolingual corpora.

2 Organization of this paper

This paper is structured as follows. In section 3,
we describe the basic resources employed by the
system, i.e. POS taggers, bilingual dictionary and
monolingual corpus. In section 4, we present the
basic structure changing operations needed to deal
with the main translation divergences, illustrated
for the pair Spanish-English. In section 5, we give
an account of the implementation of our strategy
using n-gram models. Finally in section 6, we
present a small evaluation exercise of the current
state of the system.

3 SL Preprocessing and translation
dictionary

For the preprocessing of the Spanish input, only
very basic linguistic resources are needed, namely
only a POS tagger and lemmatizer. Our current
tagger and lemmatizer is CastCG (Alsina et al.,
2002), a shallow morphosyntactic parser for Span-
ish, based on the Constraint Grammar formalism.
The output of the tagger is a string of Spanish lem-
mas or base forms, with disambiguated POS tags
and inflectional information. Morphological dis-
ambiguation is performed by selecting the most
plausible reading for each word given the con-
text. At a subsequent step, morphological tags are
mapped into the Parole/EAGLES tagset2 used by
the dictionary. In this mapping step, information
about POS, which will be used during dictionary
look-up is separated from inflectional information
which will be used only later, in token generation.

Lexical translation is performed by a lemma-
to-lemma dictionary, which has information about
the POS of both the source word and the target

2http://www.lsi.upc.es/∼nlp/freeling/parole-es.html

word. The bilingual dictionary has been automat-
ically extracted from a commercial machine read-
able dictionary, the Spanish-English Concise Ox-
ford (Rollin, 1998). The bilingual dictionary func-
tions as a flat translation model and no complex
operations can take place in it. However, some
translation divergences between SL and TL are ac-
tually dealt with in the dictionary, such as the fol-
lowing:

1. Category change, e.g.mundial(ADJ) trans-
lated byworld (N) (as ineconomia mundial
(world economy));

2. A single SL word is translated into a fixed TL
multi-word expression, e.g.:acequiatrans-
lates into irrigation ditch or muchostrans-
lates intoa lot of;

3. A SL compound has a single-word transla-
tion, e.g.:abeto falsotranslates intospruce

The output of the SL preprocessing and dictio-
nary look-up is a set of translation candidates in
form of strings of English lemmas and POS tags,
ordered according to Spanish-like syntax.

4 Addressing translation divergences
using TL n-gram models

4.1 Basic operations to handle structure
modification

Translations that imply changes of structure going
from source to target, are among the main difficul-
ties of using a bilingual lexicon instead of a true
translation model. These structure changes can ul-
timately be reduced to:

1. local movement of content words,

2. deletion and insertion of function words3,
and

3. movement of sentence constituents.

Our strategy, which makes crucial use of the dis-
tinction between function and content words, pro-
vided by the POS tagger, is based on the use of the
target-language model to validate any change of
structure occuring between SL and TL, instead of
writing source-language dependent mapping rules.

3The following parts-of-speech are typically considered
to befunction words: articles, conjunctions, determiners, pro-
nouns, prepositions and, specific to English, the existential
thereand the infinitive markerto.



By allowing reordering of elements, plus dele-
tions and insertions, the combination of possibili-
ties in the search algorithm explodes. In order to
limit the search space in a linguistically principled
way, we use a sort of pseudo-chunking strategy by
identifying constituents’ boundaries on the strings
of English lemmas, which constitute the output of
the dictionary. Boundary detection is performed
on the basis of the POS information at hand. A
boundary is defined by a pair of adjacent POS tags
(e.g. NounArticle), which are considered to un-
ambiguosly indicate a transition between two con-
secutive constituents.

Boundaries are used twofold:

1. On the one hand, two consecutive boundaries
mark the limits within which content words
are allowed to move;

2. On the other hand, boundaries are used to
build a second-level language model (or syn-
tactic model) needed to handle non-local
order changes, such as movement of con-
stituents.This is an n-gram model over se-
quences of POS tags. The tags in this model
are complex tags of the type AT0-AJ0-NN,
limited by boundaries. In this way, this model
yields a representation of the syntactic pat-
terns of the target language which is then
used to rank all possible permutations of the
input tag sequences.

4.2 Spanish-English structural divergences

We talk about a translation divergence when a lit-
eral, or word-by-word translation (even if the word
senses are correct) is incapable of yielding a cor-
rect translation of the original sentence. (Habash
and Dorr, 2002) classifies divergences between
Spanish and English in five types:

1. Categorial divergence: e.g.tener hambre
(have hunger) translates intobe hungry;

2. Conflational: e.g.dar un beso(give a kiss)
translates intokiss;

3. Structural: e.g.ver a Juan(see to Juan) trans-
lates intosee Juan;

4. Head swapping: e.g.cruzar nadando(cross
swimming) translates intoswim across;

5. Thematic: e.g.X gusta a Y(X pleases to Y)
translates intoY likes X.

In our experiment, we adress divergences of the
structural type, which are among the most com-
mon ones. As Table 1 summarizes, most structural
divergences between English and Spanish may be
reduced to a combination of the basic operations
exposed in Section 4.1.

4.3 Creation of the TL Models

A target language model is built by indexing all
the n-grams for

1 ≤ n ≤ 4

An n-gram can belong to one of the following
types:

• a sequence of lemma/tag (e.g. always/ADV
+ wear/VV + a/AT + hat/NN)

• a sequence of lemma/tag except for one po-
sition of tag alone(e.g. ADV + wear/VV +
a/AT + hat/NN)

During the indexing process, tokens are usually
indexed as either lemma/tag or tag alone. Excep-
tions are:

• personal pronouns (PNP) which are always
lemma/tag

• cardinals (CRD), ordinals (ORD) and un-
known words (UNC) which are always in-
dexed as tag alone.

In order to optimize the indexing and the
search process, only n-grams with words appear-
ing among the 30K more frequent are indexed.
The model is stored in 4 Berkeley databases, one
for each n. An extra table for n=5 is also calcu-
lated, which will be used for the calculation of the
deletion and insertion models (see below).

In order to deal with structure changes between
SL and TL, a Deletion and an Insertion models are
created. To build the Deletion Model, for every n-
gram (for n between 3 and 5) containing functional
words in any position, excluding the first and the
last, the n-gram resulting from deleting the func-
tional word(s) is looked-up in the TL model. If
the resulting n-gram has a frequency a fixed times
greater than the original n-gram frequency, then
the original (longer) n-gram is linked to the new
(shorter) n-gram in the Deletion Model, which is
also implemented as a Berkeley hash table. The
Insertion Model is built in much the same way.



Spanish - English contrast Deletion Insertion Local movement Global movement
Extraposition and clitic duplication Pron - - +
(El coche se lo ha comprado José /
Jośe bought the car)
Human Direct Object (PP→NP) Prep - - -
(Contesta al profesor /
Answer the teacher)
DO + IO→ Hum DO + Prep O Prep Prep - +
(Yo le pediŕe dinero a mi amigo / Pron
I will ask my friend for money)
Se pronoun→ Passive Pron Aux verb - +
(Se construýo otro puente /
Another bridge was built)
N + de N→ N + prep N Prep Prep - -
(la chica de la perla /
the girl with the pearl)
N + de N→ N + N Prep - + -
(jugo de naranja /
orange juice)
Noun + Adjective - - + -
(una mesa redonda /
a round table)
Generic NP Subject Art - - -
(Los hombres son mortales /
Men are mortal)
Apposition Art - - -
(Vi al profesor Chomsky /
I saw Professor Chomsky)
Temporal NPs Art Prep - -
(Terminamos el lunes /
We will finish on Monday)
Generic NP Object - Art - -
(Luisa siempre lleva sombrero /
Louise always wears a hat)
Reflexive pron→ possessive Pron Poss - -
(Tomás se puso la chaqueta /
Thomas put on his jacket)
Decausative se→ inchoative constr Pron - - -
(El barco se hundió /
The boat sank)
Transposed DO and Subject - - - +
(Compŕo mi padre una casa /
My father bought a house)
Do / Aux Inversion - Do-particle - -
(¿Quieres café? /
Do you want coffee?)

Table 1: Spanish-English structural divergences in terms of the basic operations



5 Search against the TL n-gram model

5.1 Lexical Selection

The set of translation candidates obtained form the
dictionary is validated against the TL model. In
order to reduce the search space, an initial pre-
selection of candidates is performed, based on the
co-apparition probability of the content words ap-
pearing in the candidate in question. Lexical co-
apparition probability is calculated using a table
where TL words (i.e. lemma-tag pairs) are stored
together with the sentences’ identifiers where they
appear.

5.2 Candidate expansion

The initial set of candidates, after the initial pre-
selection phase, is then expanded as new candi-
dates result from the application of the structure
modification operations explained above: deletion
and insertion of functional words; permutation of
content words between boundaries; and permuta-
tion of whole constituents according to the second
level (or syntactic) model.

5.3 Ranking of the candidates

At this point, the set of candidates is ranked ac-
cording to the evidence found in the target corpus.
Scoring follows a logarithmic progression based
on lenght and frequency of the n-grams, comple-
mented with a negative scoring on the pieces that
remain untranslated. The rationale of the negative
scoring is that even if a long n-gram has been iden-
tified as a good candidate for translation, if the re-
maining pieces are unfrequent POS tag combina-
tions, there is a penalizing score that counterbal-
ances the positive scoring.

5.4 Token Generation

The highest ranking translation is still in lemma
form and full-form words need to be generated.
This is done in two successive steps. In a first step,
the extended CLAWS5 tag for each lemma is cal-
culated, by combining the reduced tag (used in the
lemma-to-lemma dictionary and lemmatized TL
corpus) with part of the SL morphological infor-
mation. In a second step, the reversible tokenizer,
previously used in the other direction to lemmatise
the TL corpus, is applied.

6 Experiment

We want to test our experimental approach in
which translation divergences between Spanish

and English can be solved by means of target
language models, instead of being dealt with by
explicit rules, either hand-written or learnt from
parallel corpus. To that end we have created a
test bench of Spanish sentences, which have been
translated to English by three different human
translators.

6.1 Test corpus

The test corpus is composed of a set of 227 sen-
tences which are distributed evenly among four
different categories:

• 46 sentences extracted from Spanish gram-
mar books and books about contrastive
English-Spanish phenomena (Whitley,
2002).

• 60 sentences of journalistic text type ex-
tracted from an online newspaper4.

• 62 sentences of encyclopedia extracted from
Wikipedia articles in Spanish5

• 60 sentences of technical text extracted from
an online technical manual for Open office6.

6.2 Restrictions on the size of the search
space

To limit the computational complexity in this ex-
periment we have chosen to work with a subset
of the total BNC corpus and limit the number of
translations provided by the dictionary. There-
fore, we have built our language models following
the procedure exposed in section 4.3 over a tar-
get corpus of 1M sentences and we have restricted
to three the number of possible translations for
each source word. Since at the time of writing
this paper, token generation has not yet been im-
plemented, evaluation has been carried out on the
lemmatized output.

6.3 Scoring weights

For this experiment we have manually assigned
weights to score the translation candidates, based
on the n-grams found in the corpus and on pe-
nalizations for n-grams not found in the corpus.
These values, which are shown in the tables be-
low, need to be seen as a first attempt to scoring
potential candidates.

4http://www.lavanguardia.es/
5http://es.wikipedia.org/wiki/Wiki
6http://www.linex.org/



Lemma|Tag Lemma|Tag + 1 Tag
4-gram 1.000.000 x freq 10.000 x freq
3-gram 10.000 x freq 100 x freq
2-gram 100 x freq 10 x freq
1-gram 1 x freq −

Table 2: Accumulated scores for n-grams found in
the TL corpus.

Lemma|Tag Lemma|Tag + 1 Tag
4-gram 1 10
3-gram 100 1000
2-gram 10.000 100.000
1-gram 1.000.000 −

Table 3: Penalties for n-grams not found in the TL
corpus.

6.4 Description of the experiment

We have evaluated the following scenarios, using
the standard measure BLEU with three reference
human translations:

• A baseline translation where the incoming
Spanish word order has not been altered.

• Search against the TL n-gram model with the
insertion model activated.

• Search against the TL n-gram model with the
deletion model activated.

• Search against the TL n-gram model, allow-
ing permutations to happen between content
words inside boundaries.

• Search against the TL n-gram model allowing
all operations to happen: insertion, deletion
and permutation.

The effect of the second-language or syntactic
model has been excluded from this experiment.

6.5 Experiment results and error analysis

Test set Base Ins Del Perm All
Grammar 0.4698 0.4518 0.4746 0.4818 0.4658

News 0.3473 0.3358 0.3475 0.3687 0.3516
Technic 0.3072 0.2928 0.3085 0.3205 0.3038

Wiki 0.2720 0.2585 0.2720 0.2960 0.2789

Table 4: BLEU scores for the different settings

The results of our experiment are shown in Ta-
ble 4. The following facts become apparent:

• The baseline is quite high, particularly for the
Grammar set, with shorter sentences, and the
variations on this baseline are small.

• The insertion operation performs consistently
slightly under the baseline.

• The permutation operation yields the best re-
sults in all test sets.

• The results of the combination of all the oper-
ations are a combination of the results of each
operation tested independently; in two cases
they are slightly over the baseline and in two
cases they fall slightly under.

6.5.1 Analysis of the results for the Insertion
operation

The functional words that have been inserted in
this experiment are:

• Articles (the, a/an).

• Prepositions.

• To particle

Insertion of prepositions yields a higher error
rate than that of articles. Often it does not take
into account enough context, as in the following
example:

interpret a song→ interpretasa song

In certain cases, it seems apparent that the
choice of the preposition should belong to the
translation model and not to the generation model:

guess the riddle→ guessat the riddle

There are several cases where a preposition has
been inserted between two words that should
otherwise undergo permutation:

change climatic→ changein climatic
optimism prudent→ optimismfor prudent
diversity notable→ diversity in notable

Insertion of articles and theto particle works
much better, as illustrated by the following
examples:

say me→ sayto me
leave house→ leavethehouse
call to united states→ call to the united states
without need→ without theneed



can be object of help→ can betheobject of help
in few hour→ in a few hour
be conceived as holy drink→ be conceivedasa
holy drink

The fact that we are using lemmas and not
forms sometimes affects the resulting translation
negatively. In the following example, an article is
incorrectly inserted in the absence of information
about number.

attractive for company→ attractive for the
company (ref. attractive for companies)

6.5.2 Analysis of the results for the Deletion
operation

The functional words that have been experimen-
taly deleted in this experiment are:

• Conjunctionthat.

• Prepositionof.

The small impact of deletion on the baseline is
clearly related to the reduced set of words that
have been allowed to disappear for this experi-
ment. The impact of removing the preposition
of is clearly positive and is illustrated by this
example:

he leaveof the meeting→ he leave the meeting

On the other hand, all examples of deletion of the
that-conjunction happen in complex sentences that
have a Bleu score of 0.0000 and do not seem to
have an overall positive effect.

6.5.3 Analysis of the results for the
Permutation operation

The most frequent permutation takes place in
the ”Noun + Adj” group , as in the examples:

nation arab→ arab nation
engagement official→ official engagement
that man tall→ that tall man
beach catalan→ catalan beach

Particularly interesting are the results obtained in
groups with more than one adjective, such as:

ceremony traditional hindu→ traditional hindu
ceremony
system operating favorite→ favorite operating
system
attack aerial american→ aerial american attack

These examples, which would be very hard to
re-order with traditional hand-written rules based
only on SL surface order, have been satisfactorily
solved by the TL n-gram models7.

The catch of our approach to permutations,
where we do not specify which categories may
permute, but only that they need to be major cat-
egories is that other, more difficult, permutations
can also take place, such as ”Noun + Noun”:

menu format→ format menu

It is also interesting to note that a deterministic
rule to permute ”Noun + Adj” would not always
be right, such as in the following example where
the operation has -correctly- not happened:

a center ofculture famousin all the world

6.5.4 Analysis of the results for the
combination of all the operations

The combination of all the operations too often
gives more credit to insertion than permutation, as
in the following example:

attack aerial in the gaza strip→
attackonaerial in the gaza strip
(instead ofaerial attack...)

This is probably due to the fact that in our cur-
rent weighing system longer n-grams are preferred
over shorter n-grams and is an evidence that the in-
sertion operation should be more penalized than it
currently is.

There are less examples where permutation is
-correctly- preferred over insertion:

that conflict armed→ that armed conflict
(and notthat conflict with armed)

7Except perhaps for the last example, which could be bet-
ter expressed as: american aerial attack



7 Conclusions

In this paper we have presented an experimen-
tal Machine Translation prototype that is able to
translate between Spanish and English, using very
basic linguistic resources. In our approach, no
structural transfer rules are used to deal with struc-
tural divergences between the two languages: the
target corpus is the basis both for lexical selec-
tion and for structure construction. For this pur-
pose, we build a series of TL n-gram models which
are searched to validate the set of candidates pro-
posed by the dictionary and extended by the struc-
ture changing operations, reduced to insertion and
deletion of function words and movement of con-
tent words. Our strategy emphasises modularity
and language independence and, thus, is translat-
able to languages with very little NLP develop-
ment.

The experiment described here shows the poten-
tial of the approach and highlights some interest-
ing aspects that will be addressed in further devel-
opment of the system.

8 Future work

As a first step we aim at optimizing the tuning of
the several parameters intervening in the search-
ing process against the TL models, such as scor-
ing of n-grams in the ranking phase on the basis of
lenght, type of n-gram, frequency, etc. as well as
negative scoring of n-grams not present in the cor-
pus and n-grams that have undergone certain struc-
ture changes, such as insertion. Currently these
paramenters are manually fixed and have been set
in a quite straightforward way as a first approach,
but we plan to use Machine Learning techniques
to tune them more optimally.

We plan to test the effect of expanding or reduc-
ing the set of functional words used in the structure
changing models. We also plan to experiment with
the syntactic model which will allow for reorder-
ing of constituents.

Lastly, we also plan to optimize execution times
by applying dynamic programming to the search
algorithms. In this way we expect to be able to
increase the size of the target models by using
the whole BNC (6M sentences) which will proba-
bly have a boosting effect on the overall results as
well.
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