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Abstract 
In this paper we describe the design and 
implementation of MuST, a multilingual 
information retrieval, summarization, and 
translation system. MuST integrates machine 
translation and other text processing services 
to enable users to perform cross-language 
information retrieval using available search 
services such as commercial Internet search 
engines. To handle non-standard languages, a 
new Internet indexing agent can be deployed, 
specialized local search services can be built, 
and shallow MT can be added to provide 
useful functionality. A case study of 
augmenting MuST with Indonesian is 
included. MuST adopts ubiquitous web 
browsers as its primary user interface, and 
provides tightly integrated automated shallow 
translation and user biased summarization to 
help users quickly judge the relevance of 
documents. 

1     Introduction 
In the past, machine translation systems were most 
often used in standalone mode, coupled at most with 
text processing systems. But in the Internet world we 
live in, there is an increasing need to couple MT 
engines to other text processing services such as text 
summarization, information retrieval, and web access. 
In particular, with the increasing amount of online 
information and the rapid growth of the number of 
non-English speaking Internet hosts, it is becoming 
increasingly important to offer users universal access 
to valuable information resources in difference 
languages. The European Multilingual Information 
Retrieval (EMIR) project [5], the MULINEX project 
[4], the TwentyOne Project [9], and the cross-language 
retrieval track in the TREC conference [8] all reflect 
people's interest in providing interoperability among 
different language processing environments and 
multilingual information retrieval. 

What needs to be done to link MT and IR to create 
multilingual information retrieval (MLIR)? The 
problem of language encoding and display used to be 
an issue, but is now less daunting with the advent of 
Unicode and web browsers such as Microsoft Internet 
Explorer and Netscape Navigator. This allows us to 
focus on the two difficult problems of query 
translation and result translation. 
One way to tackle the multilingual information 
retrieval problem is to translate all the target language 
text into source language text and then perform 
monolingual search on the translated text. Oard [20] 
reports that machine translation (MT) based document 
translation outperforms MT based query translation. 
However, translation of 251.840 documents from 
German to English takes about 10 machine-months on 
a mix of SPARC 20, SPARC 5. and Ultra SPARC 1 
using the Logos translation engine1. Without better 
machines and high speed/quality MT. we can rule out 
the practical application of this approach for the web. 
The document translation approach is even more 
impractical when fully multilingual information 
systems were considered, because document 
translation has to be conducted on each language pair 
in such a system. 
We therefore adopt the query translation approach. To 
translate user queries from source languages to target 
languages, we need multilingual/bilingual transfer 
dictionaries or corpora (parallel or non-parallel) [18] .  
This task includes the challenges of disambiguating 
senses of the translated queries and distributing the 
weighting for each translation candidate in a vector 
space model or a probabilistic retrieval model [7]. Our 
system MuST currently uses all the possible 
translations for each content word and performs no 
weight adjustment. Research on these specific issues 
will be the primary focus in the second phase of the 
MuST project. We currently concentrate on system 

1 Logos Corporation, 111 Howard Boulevard, Suite 214, 
Mount Arlington. NJ 07856, USA. 
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design and integration, which we describe in this 
paper. 

With respect to the retrieved documents, the issue is 
whether they can be presented in the original language. 
Probably not: most users do not master many foreign 
languages. Oard [20] has argued for other applications, 
such as image retrieval of foreign sources where 
translation may not necessary. Here the retrieved 
image automatically explains itself. However, this will 
not always be the case: a caption for an image has a 
very good reason for existing. A rough translation 
probably suits the case better. Still, the question 
remains: of what quality? High quality is not always 
possible, and translation speed is also a concern. 
Therefore, shallow translation of browsing quality 
seems a more practical alternative. 

To help overcome the problem of speed, one can 
consider producing only a translated summary of the 
foreign original text. Tombros & Sanderson [26] and 
Mani et al. [17] have separately reported that user 
biased summaries can improve monolingual retrieval 
performance. We believe translated summaries can 
also help users in a similar way. But what is the cost of 
developing a robust and portable multilingual text 
summarizer? Is this possible? 

MuST is a prototype multilingual information 
retrieval, summarization, and translation system, in 
which we have tried to identify reasonable solutions 
for the questions mentioned above. Although the main 
focus of this paper is on system design and 
implementation, we believe that understanding of these 
issues helps explain many design decisions we have 
made. We describe the architecture and modules of 
MuST in the next section. We then discuss the issues 
involved in the implementation of MuST and provide a 
case study for Bahasa Indonesia, Finally, we conclude 
with remaining issues and future directions. 

2     MuST 
The goal of the MuST project is to develop a prototype 
system to facilitate not only retrieving documents from 
multilingual collections, but also to summarize and 
translate the retrieved document into the user's 
preferred language. We focus on the integration of 
state-of-the-art technologies, try to identify the critical 
path of enabling multilingual information access, and 
propose possible solutions. As far as possible, the 
system employs existing resources and products, such 
as the search technologies from MG [25]. America 
Online (AOL)/Personal Library System (PLS), and 
online Internet search engines. It incorporates web 
spider technology enabling users to target their areas 
and languages of interest. It provides multilingual 
summarization technology developed at ISI [11] 
enabling  users  to  quickly  judge the relevance of the 

Figure 1. The architecture of MuST. 

retrieved documents. It also integrates deep [17] and 
shallow translation engines for online browsing of 
foreign language texts. We use the World Wide Web 
as our multilingual document sources and assume 
English is the source language. MuST can handle the 
languages English, Arabic, Japanese, Spanish, and 
Bahasa Indonesia. We plan to add more languages in 
the near future. 

Figure 1 shows the architecture of MuST. The system 
consists of five major components: (1) an information 
retrieval module, (2) a query processing and 
translation module, (3) a machine translation module, 
(4) a text summarization module, and (5) a user 
interface module. We describe these modules in the 
following sections. 

2.1     Information Retrieval Module 
The retrieval module is a combination of several 
monolingual retrieval engines. Each monolingual 
retrieval engine connects to the query translation 
module through a wrapper, which converts a standard 
MuST query into the query language of the specific 
monolingual retrieval engine. Existing web search 
engines such AltaVista, Excite, Infoseek, Lycos, and 
Yahoo, to which MuST is linked, are good examples of 
monolingual retrieval engines for English, major 
European languages, and some Asian languages; while 
Yam of Taiwan [26] is a good example of a localized 
search engine (Taiwanese Mandarin) that provides 
Yahoo-like search service in Taiwan. 

We expect that most countries will establish their own 
Yahoo-like search services in the near future. 
However, some users may want to have their personal 
search services for special topics such as world 
country history, gourmet recipes, and art museums. 
The proliferation of online news groups and virtual 
communities manifests the needs of specialized search 
services. The provision of a personal index agent is 
therefore necessary. MuST uses a free commercial 
index engine and spider, PLWeb from America Online 
Inc., to provide this capability. 
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2.2 Query   Processing   and   Translation 
Module 

The query processing module determines if the user's 
query needs to be translated or not. If translation is 
necessary, it then passes the query to the query 
translation module. Query expansion is also carried out 
in this stage, although MuST currently only has limited 
capability for expansion. We plan to use topic 
signatures [16] to improve query expansion. 

The query translation module translates a user query 
into the language of the target monolingual 
information source. A bilingual or multilingual transfer 
dictionary is required for this step. Using the machine 
translation module to carry out query translation seems 
another straightforward and economical solution. 
However, Oard [19] shows that a sophisticated 
machine translation system can outperform dictionary- 
based query translation methods on long queries, but 
not on short ones; while Ballesteros and Croft [1] 
demonstrate that combining dictionary-based 
translation with local feedback before and after 
translation can boost short and long query performance 
[1 ] .  Since a high performance machine translation 
system is not always available and dictionary-based 
method with sophisticated expansion can perform well, 
MuST adopts the dictionary-based query translation 
approach. This also enables greater coverage of more 
languages. 

2.3 Machine Translation Module 
Machine translation is usually not considered an 
integral part of a cross-language information retrieval 
system [7]. It is assumed that users of such a system 
who are not fluent in a foreign language can read a 
retrieved document of the foreign language well 
enough to judge the document's relevance [1]. This 
assumption greatly reduces the usability of such 
systems, since users with l i t t l e  knowledge for the 
foreign language are denied access to possibly 
valuable information written in that language. 
Furthermore, users with the capability of judging the 
relevance of foreign documents should also be able to 
issue queries in the foreign language! In this case, the 
function of a cross-language information retrieval 
system is simply to offer users convenience. 

To fully explore the potential of a cross-language 
information retrieval system. MuST includes several 
machine translation engines. A glossing engine, QuTE, 
was built to provide rapid but shallow translation of 
foreign language documents into the source language 
(currently English). QuTE enables users quickly to 
judge a document's relevance, even if they are not 
familiar with the foreign language. QuTE is also used 
as MuST's query translation module. If users decide 
they want to learn more details about one particular 
document, they can obtain higher quality translation 

Figure 2. An Excite search session with query: "+digital 
+library". 

using a full-fledged machine translation system such as 
GAZELLE [13] or SYSTRAN [6], or submit the 
document to a human translator. 

GAZELLE, which is linked into MuST. is a 
knowledge-based machine translation system for 
Arabic-English, Japanese-English, and Spanish- 
English developed at USC/ISI with support from the 
Department of Defense. The system operates over 
unrestricted newspaper text. It uses large-scale 
semantic representations and reasoning to improve 
accuracy, and automated linguistic knowledge 
induction from large corpora to increase coverage. 

2.4    Text Summarization Module 
Most commercial Internet search engines return search 
results with short summaries. The summaries are 
intended to give a quick overview of the search result 
and help users select the relevant web pages. Figure 2 
shows an Excite search result page. The query is 
"+digital +library". We can guess roughly what the 
returned pages are about by reading their summaries, 
but the summaries often do not explain why these 
pages are returned. The reason for this deficiency is 
that these summaries are constructed at indexing time 
and do not take users' queries into account. Tombros 
and Sanderson [22] have shown that the use of query 
biased summaries significantly improves both the 
accuracy and speed of user relevance judgements. 

MuST includes a multilingual text summarization 
engine, SUMMARIST [ 1 1 , 1 4 ] .  The goal of 
SUMMARIST is to create summaries of arbitrary text 
in English and other languages. Like many 
summarization systems, SUMMARIST has the 3-stage 
architecture:  Summarization  =  topic  identification  + 
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Figure 3.    MuST user interface shows an Arabic text 
retrieved by query "library". 

interpretation + generation. The topic identification 
stage is by far the most developed; in fact, the 
production version of SUMMARIST presently 
produces extracts only. SUMMARIST is capable of 
generating query biased summaries that reflect both 
users' concerns and the main ideas of the respective 
documents through automated training [15]. Uses can 
also specify length of summaries. 

The inclusion of a summarization engine not only 
boosts the performance of user relevance judgements. 
but also eliminates the cost of translating unnecessary 
information. As shown in Figure 1, users can choose to 
submit only summaries instead of full texts to QuTE or 
other deep translation engines. Based on the review of 
the translated summaries, they can discard the 
irrelevant documents and send the relevant ones for 
further processing. 

The MULINEX project [4] reported that users valued 
summaries as helpful and time saving. Users also 
praised the availability of summary translations, 
although the quality of summaries and translations 
were not good enough and the lengths of the 
summaries were not always optimal. MuST addresses 
these factors by recognizing the raw quality of shallow 
t rans la t ion  and  on ly  us ing  i t  a s  a  r ap id  
glossing/viewing aid to the users and SUMMARIST 
allows users to decide the optimal length of summary. 

2.5     User Interface Module 
MuST chooses web browsers as its primary user 
interface. The ubiquity of web browsers provides a 
natural  way  for  users to interact with information 

Figure 4. MuST user interface shows a Japanese text 
retrieved by query "library". 

access systems. The availability of Unicode and 
modern web browsers such as Netscape Navigator 4.0 
and Microsoft Internet Explorer 4.0 greatly reduces the 
effort needed to enable multilingual access. Figure 3 
shows how an Arabic enabled version of Internet 
Explorer can render Arabic text from right to left and 
take care of the ligature between Arabic characters. 
Figure 4 shows that the same browser can also display 
Japanese text by adding freely available Japanese 
language support. However, input for languages such 
as Arabic is still a problem2. We plan to develop a Java 
applet to handle languages without native support. 

In the next section, we use Indonesian as an example 
to demonstrate the design decision we made for this 
particular language and how new language capability 
can be added to MuST in greater details. 

3     Bahasa Indonesia: A Case Study 
We choose to work on Bahasa Indonesia for the 
following reasons: 
• Indonesia   is   the   fourth   most   populous   country 

after China. India, and the United States, with a 
population of about 200 million. Bahasa Indonesia 
is the official language of Indonesia. 

• The Indonesian Internet resources are rich, and 
major  Indonesian  newspapers  such as  Kompas, 
Pikiran Rakyat, and Suara Merdeka are online. 

• No major US commercial search engines provide 
exclusive search services for Indonesia. 

2 The latest version of Internet Explorer already provides 
the capability of inputting Chinese, Japanese, and Korean 
from the browser interface. 
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• Machine-readable   dictionaries   of Indonesian   to 
English and English to Indonesian are available. 

• No  special  treatment  is required  for input  and 
display of Indonesian. 

• The author would like to know what happens in 
Indonesia every day  and  what Indonesians  say 
about the world events. 

In the following, we discuss each step of the 
implementation. 

3.1 Identifying Resources 
We first performed a manual search on information 
regarding Indonesia through several Internet search 
engines, as seed pointers to potential points of interest. 
We then evaluated each potential site of interest based 
on its quality and accessibility. We ended up with ten 
news sites that include national and local general 
newspapers and business newspapers3. This pool 
reflects our interest in knowing day-to-day events 
reported in Indonesia. 

3.2 Indexing Agent 
In order to keep tracking the selected sites, we 
schedule PLSpider, a web robot from America Online 
Inc., to visit these sites every day and create a local 
searchable database based on PLWeb, a search tool 
also from America Online Inc. As shown in Figure 1, 
this setup is a sub-module of the MuST information 
retrieval component aiming at offering specialized 
information access needs. 

Notice that we do not keep a local copy of the 
documents indexed by PLSpider. We only build a local 
index database that contains the URL links pointing to 
the actual documents on the web. However, pages on 
news sites tend to change every day and the same URL 
link may point to pages of the latest content instead of 
the material seen by the PLSpider at indexing time. 
URLs are simply placeholders in this case. To remedy 
this difficulty, creating a local cache of the indexed 
document seems a reasonable solution. How to resolve 
the copyright issue then becomes the major problem. 

3.3 Bilingual Transfer Dictionary 
When we first searched for relevant Indonesian 
resources on the Web, we also looked for online 
bilingual Indonesian-to-English dictionaries (IED) and 
English-to-Indonesian dictionaries (EID). We used the 
IED to build a shallow translator as described in the 
next section and the EID to aid query translation. 
Three IEDs and two EIDs were found. The quality of 
these dictionaries is not optimal and most of them 
required  manual  cleanup.   We  also manually added 

3 The ten sites are Bernas Online, Bisnis Indonesia, Jawa 
Post, Kompas Online, Pikiran Rakya, Repulika Online, 
Suara Merdeka, Suara Pembarun, Surabaya Post, and 
Tempo Interaktif. 

Indonesian-to-English phrase translations into the final 
merged EID. At the end, we had a 22,797 entry EID 
and 17,010 entry IED. 

Although many free online dictionaries are available, 
they usually require normalization and consistency 
checking. Many of them only contain the most 
frequently used words, therefore coverage is a 
problem. However, the main advantage is that free 
online dictionaries usually are encoded with word for 
word mappings instead of implicit encoded translations 
found in commercial machine readable bilingual 
dictionaries [7]. We plan to use the corpus-based 
approach to remedy the lack of coverage problem as 
suggested by Sheridan & Ballerini [21]. 

3.4 Shallow Translator 
Building a word-for-word shallow translator for 
Indonesian-to-English is easier than for Korean-to- 
English since the word order of Indonesian is subject + 
verb + object, similar to our source language English. 
However, Indonesian is an inflected language and 
dictionary entries contain only root words. 
Morphological analysis is necessary to properly select 
the translation candidates. We built a simple 
morphological analysis engine for Indonesia that 
recognizes common Indonesian affixes, converts 
Indonesian inflections into their root forms, and 
attaches basic syntactic marker such as plural, passive, 
and so on. 

Users of the shallow Indonesian-to-English translator 
have reported positive comments when using it as a 
browsing aid. However, in a separate experiment at 
ISI, users were not satisfied with an early prototype of 
a Korean-to-English shallow translator that was 
created in a similar manner. This indicates that for 
different language-pairs various amount of 
development time should be expected. How to 
normalize the performance of each language-pair and 
present it to users in a uniform quality is a subject of 
future research. 

3.5 Indonesian Summarizer 
The SUMMARIST [11,14] design makes augmenting 
it with Indonesian very easy. We implemented an 
Indonesian text normalization module that converts 
Indonesian plain texts or HTML pages into 
SUMMARIST normal form (SNF). The normalization 
module consists of a tokenizer and the morphological 
analyzer built for the shallow translator. Different 
topic identification modules are then run through the 
SNF. At the end, a sentence selector combines all the 
scores reported by various modules and the number of 
desirable summary sentences preset by the user is 
output as the summary. 
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Figure 5. Screen shot of MuST in a retrieval session with query "Lewinsky". The top panel allows users to submit queries, 
set the number of returned documents, selects the maximum length of headline list, and choose the source of databases (web 
or local search engines). The middle panel shows the returned document list. The list names are taken directly from the t i t le  
section of documents. In this case, Suara Merdeka put its company name in every HTML page. The bottom panel shows the 
full Indonesian text selected by the user. 
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Figure 7.  Screen shot of the translated HTML page shown in Figure 5. The terms such as "DPR" (the House) and 
"impeachment" are not translated because they are not in the transfer dictionary. 

 
Figure 6. Screen shot of 20% summary and its translation (top) of the Indonesian HTML page shown in Figure 5. 
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3.6    The Integrated System 
Figure 5 shows a screen shot of MuST in a retrieval 
session with query "Lewinsky". The top panel allows 
users to submit queries, set the number of returned 
documents, select the maximum length of headline list, 
and choose a information source to search. Information 
sources can be remote, such as Yahoo, Excite, or 
Infoseek, or specialized local information sources such 
as Malaysia News and Indonesia News. Indonesia 
News is the active database in this search session. 

The middle panel shows the returned document list. 
The list names are taking directly from the title section 
of documents. In this case, Suara Merdeka (Free 
Voice) places its company name in the title tag 
position in every HTML page in its site. Users can 
click the right arrow head bullet at the beginning of 
each title to display its headline. 

The bottom panel shows the Indonesian web page 
selected by the users. Users can click the Translate 
button on the menu bar to translate the selected page 
into English. Figure 6 shows the translated page. 
Terms such as DPR (the House), impeachment, and 
proper names are not translated because they are not in 
the transfer dictionary. 

If users would like to read a summary instead of the 
full text, they can click the Summarize button and a 
summary window is displayed as shown in Figure 7. 
The length of the summary can be adjusted through the 
Summary size pulldown menu. A translation of the 
summary can be obtained by clicking the Translate 
button on the Indonesian summary page. Figure 7 also 
shows the translated summary. If the translation is not 
indicative enough, users can select the More 
Interpretation button to see more translation lexical 
alternatives. 

We have deployed a beta version of MuST at ISI and 
demonstrated the system in several conferences. 
Although the initial feedback from our users is positive 
and detailed evaluations of some modules such as the 
summarization engine are available [15], we plan to 
perform more user studies in the future. 

4     Conclusions and Future Directions 
In this paper we describe the design and 
implementation of MuST, a multilingual information 
retrieval, summarization, and translation system. 
MuST emphasizes enabling users to perform cross- 
language information access, reusing available search 
services whenever it is possible, building specialized 
local search services when special needs are present, 
adopting ubiquitous web browsers as its primary user 
interface, and tightly integrating automated shallow 
translation  and  summarization.   The  ideal deployment 

environment of MuST is the landscape where the user 
community wants to have a unified interface to general 
and specialized search services and the capability to 
access multilingual information. 

The main differences between MuST and a related 
Commission of the European Communities project, 
MULINEX [4], are: (1) a shallow translation module, 
QuTE, enabling quick browsing, (2) a robust user 
biased text summarizer based on tested SUMMARIST 
technology that can be ported to many languages 
quickly, and (3) a streamlined methodology of adding 
new language capability as demonstrated in the 
Indonesian case study. MULINEX also includes a 
translation component. However, it totally relies on an 
external source to achieve uniform translation quality; 
ensuring the availability of any interested translator 
can be a problem. The summarizer component in 
MULINEX does not perform query biased 
summarization. Nevertheless, the document 
classification, information extraction, and user profile 
servers described in MULINEX Synthesis Report are 
missing in the current MuST architecture. We plan to 
integrate these capabilities into MuST in the future, 
extending some of the clustering and analysis 
techniques built in the C*ST*RD project at ISI. 

MuST accepts only English as its source language at 
the present time. However, it can search any target 
language if a bilingual transfer dictionary and the 
target language monolingual search service are 
available. We plan to add several more source 
languages later. 

According to Campbell [2], there are at least 90 
languages in the world spoken by at least 5 to 10 
million people. Based on our experience with 
Indonesian, it takes about 2 months for a full time 
researcher to develop the information processing and 
accessing capability as presented in the previous 
section. The resource requirement of including 
Indonesian into MuST is far less and easier to acquired 
than many other languages such as Cambodian, Thai, 
or Tibetan. The amount of time required to 
accommodate these languages is probably much longer 
than for Indonesian. Nevertheless, recent calls for 
developing machine translation techniques for 
languages of low diffusion reflect the high interest of 
research in this area. We plan to follow our experience 
with Indonesian and gradually add language support 
for as many new languages as possible. 

To tackle the query translation problem as reported in 
much cross-language information retrieval research 
[1,3,12,21], we plan to create a large semantic 
knowledge base by ontology alignment, dictionary 
parsing,  and  web  mining  to  overcome the meaning 
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fanout problem. Initial results are reported in Lin & 
Hovy [16] and Hovy [10]. 

Voorhees & Tong [23] report that fusing retrieval 
results from multiple collections could achieve better 
performance than from a single collection. MuST 
currently directs users' queries to a single database. 
Allowing MuST users to a submit single query and 
search all the available collections would be a good 
addition to MuST. 
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