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Abstract 

Bitexts collected from web-based materials 
that are officially published on government 
websites can be used for a variety of purposes 
in language analysis and natural language 
processing. Mining officially published web 
pages can thus be an invaluable undertaking 
for translators in government departments 
who are producing the translations, and for 
machine translation researchers who are 
studying how those translations are produced.  
In this paper, we present the StatCan Daily 
Translation Extraction System (SDTES) and 
demonstrate how it is used to induce transla-
tions from officially published bilingual mate-
rials from government websites in Canada. 
New evaluation results show that SDTES is a 
very effective system for identifying and ex-
tracting sentences that are translation pairs 
from most of the federal government web 
pages which are currently under the CLF2 
(Common Look and Feel for the Internet 2.0) 
framework. 

 

1 Introduction 

Well-aligned bilingual materials are a useful 
source of translations that can be used for transla-
tion studies, translation recycling, training data in 

machine learning, translation memories, informa-
tion retrieval, machine translation, machine aided 
translation, and natural language processing (Ju-
tras, 2000; Moore, 2002; Callison-Burch et al., 
2005; Hutchins, 2005; Deng et al., 2006). In the 
past decade or so, an emerging trend in the use of 
bilingual texts has become rather noticeable: use of 
the web as a bilingual corpus (Resnik, 1999; Chen 
and Nie, 2000). With the increasingly widespread 
availability of vast quantities of web-based bilin-
gual texts, more and more researchers are explor-
ing ways to collect, from the web,  bilingual texts 
of such language pairs as English-French, English-
German, English-Italian, English-Chinese, Eng-
lish-Arabic and others (Kraaij et al., 2003; Resnik 
and Smith, 2003). Web-based materials that are 
officially-published bilingual materials on Cana-
dian government websites contain exemplary 
translations, and mining these web-based bilingual 
materials can be beneficial to translators, linguists 
and researchers in many fields.  

The StatCan Daily Translation Extraction Sys-
tem (SDTES) is a system that automatically ex-
tracts translations from the Daily news release 
texts of Statistics Canada (Zhu et al., 2007). In this 
paper, we will describe the algorithms and proce-
dures of SDTES and present new results that show 
that SDTES can be effectively used to induce 
translations from other government websites in 
Canada. The paper is divided into 4 parts. The first 
part is this introduction. In the second part, we will 



analyze the general characteristics of the bilingual 
texts from Canadian government websites. The 
third part contains the algorithms and procedures 
we used to induce translations from web-based 
bilingual materials. In the fourth part, we will pre-
sent evaluation metrics and results. The fifth part is 
the conclusion.  

2 Features of web-based materials in Ca-
nadian government websites 

Here are some general features that we observed of 
officially-published web materials on government 
websites in Canada.  

1. It is required that federal government web 
pages in Canada be bilingual. For example, it is 
relatively rare for us to find a static HTML English 
page without a translated French page.  Different 
departments or agencies may have different file 
naming conventions, but we generally do not have 
cases where two English pages correspond to one 
French page or vice versa.  

2. Texts are normally translated by government 
employees who are trained in translation or text 
editing. There are rules and guidelines for them to 
observe about translating, editing and proofreading 
texts to be officially published. For example, with-
out a good reason, editors are not allowed to add 
texts in one language to convey messages that are 
not present in the other language. This means that 
insertions and deletions at the sentence level will 
be very rare, if any.  

3. Web pages have to be presented in the same 
way for the two languages. For example, if we use 
a heading (h1) for the title in the English page, we 
should do the same for the corresponding French 
page. Currently, almost all the federal government 
web sites are required to be under the CLF2 
framework. Therefore we can expect to find many 
consistent correspondences in some main HTML 
markups such as h1, h2, h3, table, etc.   

4. Important modules and templates of web 
pages normally go through usability tests before 
they are used for officially published translation 
products.  One suggestion that often surfaces from 
users is that extra long web pages should be 
avoided when we can. If possible, long web pages 
should be either split into shorter pages, or rewrit-
ten to accommodate easy navigation and browsing. 
Therefore web pages on government websites are 
usually not very long.   

5. Most texts are domain specific or text-genre 
specific, and use standard terminology of the spe-
cific department. The texts are more of a standard 
written style than of a spoken language style. Texts 
are mostly expository data and the translation style 
is typically not free translation. All these give rise 
to frequent translation correspondences at the word 
level, phrase level or sentence level. Some sites, 
such as the sites that publish data for statistics, 
banks, and finances, contain a lot of numerical 
data. Numbers can serve as important anchors for 
text alignment.  

We used these observations as basic assump-
tions about the web pages of government websites 
in Canada, and designed algorithms and proce-
dures to align the web pages and to detect potential 
errors in translation and in alignment.   

3 Algorithms and procedures 

SDTES contains two major components: one for 
bilingual text alignment and the other for mis-
alignment detection. In this part, we present a set 
of protocols and algorithms that are designed for 
the two components.  

3.1 Text mapping using the Gale-Church sta-
tistical model 

The alignment component of SDTES is mostly 
based on the Gale and Church (1993) length 
model. The basic assumption of this model is that 
there is a strong likelihood that, for example, a 
long sentence in English will correspond to a long 
sentence in French; similarly a short sentence in 
one language will correspond to a short sentence in 
the other. Roughly speaking, if the average lengths 
of sentences in French and English are known, it is 
possible to set up a distribution of alignment possi-
bilities from the sentence length information. 

Suppose we have parallel texts S and T which 
can be split into n segments each. Each segment in 
S (si) is the translation of a segment in T (ti), and 
they are aligned to form an alignment segment pair 
ai. For each i, 1 ≤  i ≤  n.  A can be defined as the 
alignment of S and T that consists of a series of 
aligned segment pairs: naaA ,...,1≡ . For the set 

B of all possible alignments )( BA∈ , the goal is to 
find the maximum-likelihood alignment:  
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The next assumption is that the length difference 
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where the distributions )|),(Pr( iii atsd  and 

)Pr( ia  can be estimated using hand-aligned data. 
When the normalizing constant )),(Pr( ii tsd  is 
ignored and the logarithm is used,  
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Gale and Church employed dynamic programming 
for establishing the optimal alignment to solve 
Equation (5).  

When applying the Gale and Church algorithm 
in SDTES, we adopted a two-parse alignment pro-
cedure. Prior to the procedure, SDTES moves table 
contents and image contents to the end of the 
HTML page because in many cases these floating 
elements in HTML pages can end up in different 
paragraph positions in different languages. In some 
cases these elements can be the source of massive 
misalignment for the Gale-Church algorithm.  

In the first parse, SDTES counts the few main 
HTML elements such as h2, title, and others 
to see if the pair of text files has the same number 

of main HTML features in them. If the numbers 
were the same, the system splits the texts into 
blocks separated by these feature HTML tags. 
SDTES first locates the paragraph boundaries in 
the texts and assign sentence delimiters to them. 
Then it assigns paragraph delimiters to text blocks 
that are divided by the main HTML tags. If the 
numbers of major HTML elements are different, 
the system treats the whole text document as a sin-
gle text block, and assigns a paragraph delimiter to 
it. When the paragraph delimiters and the sentence 
delimiters are all assigned, SDTES does the first 
round of text alignment by the Gale-Church algo-
rithm.  

In the second parse, the system automatically 
reconstructs the English document and the French 
document from the paired paragraphs that are 
aligned in the first parse. SDTES locates the sen-
tence boundaries in the aligned texts and assign 
sentence delimiters to them. Then SDTES sepa-
rates the two halves in each aligned pair, and as-
signs a paragraph delimiter to each of them. After 
this, texts of different languages are collected and 
reassembled in two files, one for English and one 
for French. By reorganizing the text structures on 
the basis of the paragraph pairing results in the first 
around of text alignment, SDTES was able to reset 
the English and French documents to the original 
text format prior to the initial alignment. The two 
input files are processed with the newly assigned 
boundary symbols by the Gale-Church algorithm. 
The second parse produces text alignment at a 
more fine-grained text segment level.  

3.2 Misalignment detection using anchor in-
formation 

Anchor information includes positions or proper-
ties in one text which seem to match up with those 
in a parallel text. The information can be about 
structural features in the text or delimiters and 
markers that indicate “hard and soft boundaries” 
(Gale and Church, 1993:89), or “true points of cor-
respondence” (Melamed, 1999:107) in alignment. 
Using anchor information, regions of text can be 
identified and alignments of text segments can be 
sought. Most alignment methods make use of an-
chor information in one way or another.   

In STDES, we use the following structural fea-
tures as anchors to assist misalignment identifica-
tion.  



HTML markups: Anchor information can be 
markups that go with the text and that reveal meta-
information or style information about the text. For 
example some commonly used HTML tags such as  
h1, h2, h3, br, p, hr, table, i, 
pre, form, img, and a can be good an-
chors in bilingual text alignment. For a more de-
tailed list of structural tags, format tags, content 
tags and irrelevant tags that can be used in align-
ment, see Sanchez-Villamil et al. (2006).  

As indicated earlier, in Canadian government 
websites, we are likely to have a proliferation of 
such HTML markups. Usually, if a text in French 
contains a markup for a section in italics, then the 
corresponding section in English is likely to have 
the same markup. We did some HTML style unifi-
cation formatting so that some parts of the HTML 
codes are highlighted, while some are ignored. For 
example, the code <a …> becomes <a alink> after 
the unification formatting, because otherwise the 
link to an English webpage and the link to a French 
webpage might have been different. 

Lexical units: Specific lexical units such as 
words or phrases can serve as anchor points 
(Brown et al., 1991). In SDTES, we mainly use 
cognate words as anchors to help locate traces of 
alignment deviations. Identification of cognates in 
SDTES is a two-step operation.   

The first step is to produce candidate cognate 
lists using the K-vec algorithm (Fung and Church, 
1994). The main objective is to find cognate can-
didates within an acceptable text-region range and 
limit the number of words to be considered as cog-
nate pairs. The K-vec method was developed as a 
means of generating “a quick-and-dirty estimate of 
a bilingual lexicon” that “could be used as a start-
ing point for a more detailed alignment algorithm 
…” (Fung and Church, 1994). We use the K-vec++ 
package (Pedersen and Varma, 2002) for the im-
plementation of the K-vec algorithm. The package 
is called the K-vec++ package because it extends 
the K-vec algorithm in a number of ways. Using 
the Perl programs in the K-vec++ package, 
SDTES was able to obtain a very rough list that 
might contain cognates for each pair of documents, 
although there is a lot of noise in the list too.  

In the second step, we apply an algorithm called 
Acceptable Matching Sequence (AMS) to identify 
true cognates from the candidate cognate lists gen-
erated by the K-vec algorithm. This is an algorithm 
that we designed and developed in SDTES. An 

AMS has two non-overlapping substrings that can 
be matched in the same order in both of the words 
in a cognate pair.  

The algorithm extracts two substrings (θa and 
βb) from a source word, say a French word (W1), 
with a length threshold (T) for the two substrings 
combined. The purpose is to find if the target Eng-
lish word (W2) has the two substrings  θa and βb in 
the same order in the string sequence.  

Suppose x = min(length(W1), length(W2)), and 
y=max(length(W1), length(W2)), and z is the length 
difference threshold.   | length(W1) - length(W2)| ≤ 
z. We use the length difference threshold for initial 
filtering:  if  y>10 then 0 ≤ z ≤ 4, otherwise 0 ≤ z ≤ 
3.  

SDTES determines the T parameter with refer-
ence to y. Since T is the combined length of θa and 
βb, 0≤a≤T, 0≤b≤T, a+b=T. The system discards 
word pairs with y<4. SDTES sets T=8 if y>10. For 
all the rest, SDTES uses the simple linear regres-
sion model T=0.5y+1.8 to compute the threshold 
value. This regression model is derived from the 
regression analysis of sample cognate pairs we 
picked from the StatCan Daily releases. 

When matching θa and βb in W2, skipping some 
characters is acceptable before, after or between 
the two substrings; we call them “Don’t Care 
Characters” (DCCs). The initial value a in θa is set 
to 0, and b in βb to T. The system starts to match 
the two substrings θa and βb in W2. If a match is 
found for θa and βb in W2 in the right order, W1 and 
W2 are a cognate pair, if not, one substring θa is 
increased in length (a=a+1) while the other sub-
string βb gets decreased (b=b-1). The search con-
tinues till a two-substring match is found or a>T or 
b<0.   

The main advantage of using K-vec with AMS 
for cognate identification is that K-vec does not 
rely on sentence boundary information. In this 
way, it can help detect errors in alignment that de-
pend on sentence boundaries. At the same time, 
AMS has the straightforwardness of the naïve 
matching algorithm of Simard et al. (1992), but 
avoids problems caused by common prefixes or by 
the requirement that the first four letters have to 
match. This improvement can increase the number 
of correct cognate pairs identified. At the same 
time, AMS inherits the strength of no-crossing-
links constraint in the Longest Common Subse-
quence Ratio (LCSR) algorithm by Melamed 
(1999). Also, in limiting the number of substrings 



to be matched, AMS overcomes the inherent weak-
ness of LCSR in positing non-intuitive links be-
cause of lack of context sensitivity, as noted in a 
recent study by Kondrak and Dorr (2004). This can 
help reduce the number of false positives for 
SDTES such as courtiers/computers, men-
suels/results, and parution/starting. We found that 
the K-vec technique together with AMS algorithm 
is a good fit for cognate identification for the mis-
alignment detection purpose in SDTES.   

Numbers and punctuations: Similarly, num-
bers in texts can serve as anchors in alignment. 
They are good indications of correspondence be-
cause a number in one language is usually inter-
preted as a number in the other language. Some 
punctuation marks can also be anchor points. For 
example, if there is a question mark in English, 
normally we are expecting a corresponding ques-
tion mark in its translation text in French.   

When detecting misaligned portions of texts, 
what SDTES does is to parse every aligned text 
segment pair, and compares the features in each 
half of the pair before it arrives at one of the two 
decisions: pass and problem. The detecting process 
starts from two prior filtering mechanisms. One of 
them is the length ratio criteria. If a text segment in 
one language is more than 3 times longer than the 
corresponding text segment in the other language, 
the pair is marked as a problem pair. The second 
criterion is matching type. Because the extracted 
translations are independent translation pairs that 
will be used for translation memory systems and 
cross-language information retrieval systems, 
matching types like 1:0 and 0:1 have to be dis-
carded. When these two criteria have been 
checked, SDTES compares the structural and lexi-
cal clues of the HTML text segments for further 
detection. These clues include selected cognates, 
punctuation marks, numbers and HTML tags. Fi-
nally, we have a no-match-tolerance principle: if 
there are no structural and textual clues present, 
and if the two prior filtering criteria (length and 
matching type) are checked, we mark the segment 
as pass.  

When the misalignment detection process is 
completed, SDTES applies a filtering mechanism 
to the list of stored translations to eliminate the 
following types of aligned pairs: 1) Pairs that con-
tain only meta-information coding or codes that are 
derived from the HTML coding unification proc-
ess.  2) Aligned segments that include only the 

numerical information. 3) Duplicate sentences or 
similar constructions that have been seen more 
than once in the collection of texts. Sometimes this 
involves unifying or discarding some information 
such as numbers and tags in the text.   

4 Results and performance evaluation 

For evaluation, we measure the performance of the 
two main components of SDTES: one is the text 
aligning component and the other is the misalign-
ment detection component. We used the files col-
lected from http://www.forces.gc.ca for evaluation. 
These web pages contain 2,682 officially published 
news releases from April of 2000 to June of 2008.  
We assigned each page a file name beginning with 
a sequential number from 1 to 9. We grouped these 
files according to the initial number in the file 
name such as 1, 2, 3, …, 9, and randomly chose 
two files from each of the 9 groups. Then we 
manually aligned these 18 selected files to build 
the reference collection. 

For the evaluation of the alignment component, 
we define M as the set of segments in the manually 
aligned reference collection, A as the set of ma-
chine aligned segments before the misalignment 
detection device is applied. Precision (P) and recall 
(R) are as follows:  

 
 

 
We used the same randomly selected files to 

evaluate the performance of the misalignment de-
tection component. Here, the system proposed 
alignments (A') include those remaining pairs after 
the system has filtered what it identifies as mis-
aligned segments. M is the reference set, i.e., the 
aligned translation units that the human evaluator 
thinks the system should have reported. The recall 
(R) represents the proportion of system-proposed 
translation segments (A') that are right with respect 
to the reference (M), and the precision (P) is the 
proportion of correctly proposed alignment seg-
ments with respect to the total of those proposed 
(A').  

 
 
 

As we can see from Table 1, good results have 
been reported of the text alignment component. For 
the 18 aligned files used for evaluation, the overall 
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alignment precision for the aligned translation 
pairs is 0.967; the recall is 0.976.  

Table 1 also indicates that SDTES is accurate in 
detecting misaligned pairs (P=0.988 and R=0.974). 
A comparison of precision and recall for the data 
sets before and after the misalignment filtering 
shows the effect of the misalignment detection al-
gorithm. Precision improved from 0.967 to 0.988 
with a negligible loss of recall from 0.976 to 0.974.  
 
 Text  

alignment 
Misalignment  
detection 

File P R P R 
1231 0.960 0.979 0.986 0.973 
17 1.000 1.000 1.000 0.966 
240 1.000 1.000 1.000 1.000 
2653 0.875 0.933 0.929 0.867 
388 1.000 1.000 1.000 1.000 
372 1.000 1.000 1.000 1.000 
452 0.981 0.987 0.987 0.981 
413 1.000 1.000 1.000 1.000 
532 0.980 0.980 1.000 0.980 
57 1.000 1.000 1.000 1.000 
661 0.850 0.895 1.000 0.947 
681 0.840 0.875 0.917 0.917 
719 1.000 1.000 1.000 0.971 
784 0.903 0.929 0.971 0.957 
891 0.824 0.848 0.967 0.879 
872 1.000 1.000 1.000 1.000 
957 0.956 0.956 0.955 0.933 
982 1.000 1.000 1.000 1.000 
     
Overall* 0.967 0.976 0.988 0.974 
 
Table 1. Performance evaluation of the two main com-
ponents in SDTES 
 

While the SDTES model has achieved good re-
sults for officially published government bilingual 
text data on the web, there are also limitations. For 
the text alignment part, we still find some exam-
ples, although the number is very small, of chains 
of misaligned sentences. For about a dozen of so 
files in the collection, chain misalignment seg-
ments can be found where the Gale and Church 
algorithm finds it hard to come back to the right 
track. Although most of the misaligned pairs can 
be filtered by the misalignment detection mecha-
                                                      
* Computed over all the mistakes in all the documents. 

nism, it is worthwhile to analyze these files to trace 
the causes of the misalignments. There are four 
types of texts that can trigger massive misalign-
ment for the Gale and Church algorithm.   

Alphabetical lists: In some government texts, 
there are lists of names, committees, or terms and 
definitions. Items in these lists usually land in dif-
ferent positions when sorted alphabetically in dif-
ferent languages. Because of the position changes, 
translations in these lists can hardly match on a 
line-to-line basis.  

Swapped paragraphs: When paragraphs have 
rearranged positions because of blocks of texts 
such as “note to readers” sections or inserted menu 
items that are introduced by div and other HTML 
tags, the correct alignment chain can be disrupted.  

Deletions and insertions: For any accidental 
deletions and insertions, once the system starts to 
align the wrong text segments, it usually continues 
to misalign a number of text segments before it can 
finally correct itself.   

Alignment types: We also found a few exam-
ples where the existing 6 alignment types such as 
0:1, 1:0, 1:1, 1:2, 2:1 or 2:2 were not enough to 
cover the right alignment. We need something like 
3:1 or 3:2 to align them properly. When we give it 
an alternative alignment pattern, it would establish 
the wrong links with the following text segments 
and cause chain misalignment.   

In assessing the performance of the misalign-
ment detection device, we have to take into ac-
count two types of errors. One type involves some 
misaligned pairs that still go undetected. We call 
them overlooked pairs. The other type includes 
correct alignments that are wrongly labeled as mis-
alignments and are thus mistakenly filtered in the 
process. We call these overdone pairs.  

As can be seen from Table 1, the number of 
overlooked pairs that are not captured by the sys-
tem was minimal: 98.8% of the identified correct 
alignment pairs are truly reliable translation pairs. 
Mostly, the overlooked pairs are pairs of partially 
correct alignments such as those close to pairs with 
1:0 or 0:1 alignment patterns.  

Generally speaking, overdone pairs are very 
few. When we examine these pairs, we found that 
inconsistent use of HTML codes and various ways 
of interpreting numbers were two notable sources 
of errors in misalignment detection.  

Inconsistent use of HTML tags: In analyzing 
the results of the evaluation, we encountered some 



examples in which HTML codes are not used con-
sistently in the two halves of the aligned translation 
segments. For example, in some English sentences, 
we found the span tag, but the corresponding tag 
in French is font. In some cases, there are some 
HTML markups that are present in only one lan-
guage, but not in the other. For example, we have 
some French sentences with the HTML tag sup, 
but the same tag is nowhere to be found in its cor-
responding translation segment in English.  

Number interpretations:  There are cases in 
which we have numbers on one side of the aligned 
pair, but not necessarily on the other side. In some 
cases, in English we find the number “10”, but in 
French, the corresponding number is “X”. In other 
cases, numbers are found in both texts, but the 
numbers are not the same. For example in Figure 
1, using different numbers (1990 vs. 90) is not 
necessarily wrong, but it confuses SDTES and 
leads the system to misjudge correct translation 
pairs as overdone pairs.  
 

e1. In the early 1990s, despite larger declines in earn-
ings in the North than in Canada, employment income 
remained higher.  
f1. Au début des années 90, malgré une baisse des 
gains plus prononcée dans le Nord que dans l'ensemble 
du Canada, le revenu d'emploi y est demeuré plus éle-
vé. 

 
Figure 1. Distinct numbers are used in the aligned trans-
lation pair 
 

SDTES was initially built on the basis of the 
Daily releases of Statistics Canada published be-
tween 2004 and 2006. Then we extended the appli-
cation to data collection of the Daily releases from 
1995 to 2008. Altogether, we assembled 32,276 
Daily release files (16,138 for each language). Af-
ter filtering and formatting, SDTES generated 
488,646 aligned text segments. In this study, we 
are using the model for five other government 
websites of which the Canadian Forces website is 
one, and more than 200,000 pairs of translations 
were generated. The aligned text segments are or-
ganized in an XML format for easy exportability 
into the translation memory system and other ap-
plication systems. Meta information items about 
each of the aligned pairs were recorded, such as the 
length information (before the HTML codes are 
stripped), the source of the matched strings, and 

the matching patterns. Figure 2 includes a sample 
record of the final aligned segments. For the sake 
of presentation clarity, line breaks are added to 
different levels of XML elements.  
 

<bead> 
<en>It will ensure that our Canadian Forces in Af-
ghanistan receive the supplies and equipment they 
need to get the job done.</en> 
<fr>Il fera en sorte que les Forces canadiennes en 
Afghanistan reçoivent l'approvisionnement et le ma-
tériel dont elles ont besoin pour faire leur tra-
vail.</fr> 
<pa>1:1</pa> 
<id>2185:22</id> 
<re>pas</re> 
<le>120=150</le> 
</bead> 

 
Figure 2. SDTES XML output (modified version) 
 

These aligned pairs of translations are clean and 
consistent, and most of them are free of translation 
errors. They are ready to be used in many applica-
tions and systems such as translation memory sys-
tems, information retrieval templates, and machine 
translation systems.  

5 Conclusion 

In this paper, we presented the algorithms and 
procedures of the StatCan Daily Translation Ex-
traction System (SDTES) and demonstrated how it 
is used to induce translations from officially pub-
lished materials in Canadian government websites. 
SDTES contains two main components: one for 
text alignment and the other for misalignment de-
tection that we use to filter out possible translation 
errors. For the text alignment component, we used 
the Gale-Church algorithm for a two-parse align-
ment at the paragraph level and the text segment 
level. For misalignment detection, we used a few 
structural features as anchors for bitext compari-
son. The structural features include cognate words, 
numbers, HTML markups, punctuation marks, etc. 
In extracting cognates, we employed the K-vec 
algorithm in combination with our AMS algorithm. 
Our evaluation shows that SDTES has achieved 
good results and that it is a good model for induc-
ing translations from officially-published materials 
on federal government websites in Canada beyond 



the Statistics Canada websites for which it was 
initially designed.  

It would have been good if we could set the 
original Gale and Church algorithm (without the 
two-parse procedure) as the baseline, and compare 
it with the alignment method we adopted in 
SDTES to evaluate the effects of the two-parse 
procedure. However, this attempt was deterred by 
problems in identifying the paragraph boundaries 
without the help of HTML tags in the source files.  
If we run the algorithm without paragraph detec-
tion, the results would be very poor. We leave this 
to future work.  
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