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Abstract

Translation memories (TMs) are very useful
tools for translating texts in narrow domains.
We propose the use of paraphrases for search-
ing TMs. By using paraphrases, we can re-
trieve sentences that have the same meaning as
the input sentences even if they do not match
exactly. The paraphrase pairs used in our sys-
tem are obtained from parallel corpora and
are used to retrieve sentences in a statistical
framework.

1 Introduction

Translation memories (TMs1) are very useful tools
for translating texts in narrow domains, where repli-
cations of sentences are abundant. In such a case, a
machine translation (MT) system can simply search
for a match of the input sentence in the TM, and if a
match is found, output its corresponding translation.

TMs may also use soft matching, finding a sen-
tence that is similar, but not identical to the input
sentence. In this case, the translations of these sim-
ilar sentences are modified to produce appropriate
output translations. A number of MT systems have
used TMs in this way (Sumita, 2001; Vogel et al.,
2004; Zhechev and van Genabith, 2010).

In this paper, we propose the use of paraphrases
for searching TMs. By using paraphrases, we can
retrieve sentences that have the same meaning as the
input sentences even if the actual words of the sen-
tences do not match exactly.

Note that previous TM systems retrieve similar
sentences based on the number of differing words
in the sequence. For example, they would prefer “is

1We use the term TM to refer to a set of parallel sentences.

there a pen?” over “is there a beauty parlor?”, when
they are given “is there a salon?” as an input. This
is because “is there a pen?” is more similar to “is
there a salon?” in terms of the number of different
words. In contrast, our system would prefer “is there
a beauty parlor?” over “is there a pen?” if the system
knows “beauty parlor” and “salon” is a paraphrase
pair.2

The paraphrase pairs used in our system are ob-
tained from parallel corpora and are used to retrieve
sentences in a statistical framework as described in
Section 3. Related works are presented in Section 2.
Experiments and conclusions are described in Sec-
tions 4 and 5.

2 Related Work

A number of MT systems have used TMs to re-
trieve similar sentences and adjusted the transla-
tions of these sentences to produce outputs (Sumita,
2001; Vogel et al., 2004; Zhechev and van Gen-
abith, 2010). For example, let us assume we
have a translation pair “I like apples” and “watasi-
ha ringo-ga suki-desu” in a TM. In this case, the
English sentence “I like oranges” could be trans-
lated into a Japanese sentence “watasi-ha orenzi-ga
suki-desu” by substituting “apples/ringo” with “or-
anges/orenzi” in the matched sentence.

In contrast, the paraphrase retrieval proposed in
this paper will use the translations of the retrieved
sentences without modification. For example, if “is
there a beauty parlor?” is retrieved when “is there
a salon?” is given as an input, we simply output

2Previous TM systems could use a thesaurus to detect para-
phrases. However, large scale thesauruses do not exist for most
languages. In this paper, we propose a method that uses only
parallel corpora for getting paraphrases.
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the translation of “is there a beauty parlor?” without
modification.

Retrieving sentences from TMs for MT has been
proposed by (Shimohata et al., 2003). They have
proposed a method that retrieves sentences shar-
ing the main meaning with input sentences despite
lacking some unimportant information. In contrast,
we aim to retrieve sentences with exactly the same
meaning as input sentences, with no difference in in-
formation content.

Our method uses a TM to perform MT. There are
works that use MT for TM (He et al., 2010; Simard
and Isabelle, 2009). Our method uses paraphrasing
for retrieving sentences from a TM. Paraphrasing
has also been used in a number of works on statisti-
cal MT (SMT) (Callison-Burch et al., 2006; Onishi
et al., 2010).

3 Paraphrases for Retrieving Sentences
from TMs

3.1 Definition of TM
We first define a TM. A TM, T , is defined as:

T = {〈fi, ei1, . . . , eij , . . . , eiNi〉|1 ≤ i ≤ N}
where fi is the i-th source language sentence, eij is
the j-th translation of fi, Ni is the number of trans-
lations of fi, and N is the number of unique source
sentences in T . We use TF to denote the set of
source language sentences in T , i.e., TF = {fi|1 ≤
i ≤ N}.

Given an input sentence f , we retrieve the fi from
TF that receives the highest score according to a
scoring function. Then, we use one of eij as the
translation of f .3

3.2 Statistical paraphrase retrieval
The statistical paraphrase retrieval model proposed
in this paper is defined as follows.

Let f be an input sentence and Para(f) be the
set of possible paraphrases of f . We retrieve f̂ , such
that,

f̂ = arg max
f ′∈TF∩Para(f)

P (f ′|f)

= arg max
f ′∈TF∩Para(f)

P (f |f ′)P (f ′) (1)

3How to select one of eij is not discussed in this paper be-
cause we focus on the retrieval part of TMs.

Note that we can fail to retrieve f̂ if TF ∩ Para(f)
is empty, i.e., no paraphrase is found in TF .

In Equation (1), P (f ′) is the language model
probability of f ′ and P (f |f ′) is the paraphrase prob-
ability of f given f ′. We use an n-gram language
model to calculate P (f ′) and use the model de-
scribed in the next section to calculate P (f |f ′).

The statistical paraphrase retrieval model in Equa-
tion (1) is almost the same as the statistical para-
phrase generation model proposed by Quirk et al.
(2004).4 The important difference is that we retrieve
sentences from TF ∩ Para(f), while they search
sentences in Para(f). This is because our aim is to
retrieve sentences from TF , not simply find a para-
phrase for the input sentence.

There are also two minor differences. One differ-
ence is the calculation of P (f |f ′). P (f |f ′) can be
represented as

P (f |f ′) =
∏

〈fp,f ′p〉
P (fp|f ′

p)

where fp and f ′
p is one of the set of paraphrase pairs

of f and f ′, respectively, and P (fp|f ′
p) is the para-

phrase probability of fp given f ′
p.

Quirk et al. calculated P (fp|f ′
p) from mono-

lingual parallel corpora. In contrast, we calculate
P (fp|f ′

p) from bilingual parallel corpora (Bannard
and Callison-Burch, 2005).

Another difference lies in the implementation.
They used an in-house decoder which was very
much like a phrase-based SMT monotone decoder.
We use weighted finite state transducers (WFSTs)
implemented with open-source software tools.

3.3 Acquiring the paraphrase list
We acquire a paraphrase list using Bannard and
Callison-Burch (2005)’s method. Their idea is, if
two different phrases fp1, fp2 in one language are
aligned to the same phrase ep in another language,
they are hypothesized to be paraphrases of each
other. Our paraphrase list is acquired in the same
way. The procedure is as follows:

(1) Build a phrase table: Build a phrase ta-
ble from parallel corpus using standard SMT tech-

4A statistical model for paraphrase detection has also been
proposed (Das and Smith, 2009). Their system detects whether
two input sentences are paraphrases of one another. However, it
does not use paraphrases for searching TMs.
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niques. (We used the Moses toolkit (Koehn et al.,
2007).)

(2) Filter the phrase table by the sigtest-filter:
The phrase table built in (1) has many inappropri-
ate phrase pairs. Therefore, we filter the phrase ta-
ble and keep only appropriate phrase pairs using the
sigtest-filter (Johnson et al., 2007).

(3) Calculate the paraphrase probability: Cal-
culate the paraphrase probability P (fp2|fp1) that fp2
is a paraphrase of fp1.

P (fp2|fp1) =
∑
ep

P (fp2|ep)P (ep|fp1)

where P (fp2|ep) and P (ep|fp1) are phrase transla-
tion probabilities.

(4) Acquire a paraphrase pair. Acquire
(fp1, fp2) as a paraphrase pair if P (fp2|fp1) >
P (fp1|fp1). The purpose of this threshold is to keep
highly-accurate paraphrase pairs.

3.4 Implementation using WFSTs

We use WFSTs to retrieve sentences in a TM. Given
an input sentence f , the best sentence f̂ in Equation
(1) is represented in Equation (2) using finite-state
transducer operations.5

BestPath(InputFST ◦ ParaFST ◦ LMFST ◦ TMFST)
(2)

where BestPath is the function that finds the min-
imum cost path in the WFST, “◦” represents the
composite operation of two WFSTs, and InputFST,
ParaFST, LMFST, and TMFST are the WFSTs for
the input sentence, paraphrase list obtained in Sec-
tion 3.3, n-gram language model, and TM. We de-
scribe each WFST below.

InputFST: The InputFST of an input sentence ac-
cepts and outputs the input sentence without modifi-
cation and cost.

ParaFST: The ParaFST of the paraphrase list ac-
quired in Section 3.3 accepts the input sentence and
outputs its paraphrases. ParaFST consists of all
paraphrase pairs in the paraphrase list and all words
in the source language vocabulary. The cost of para-
phrasing a phrase fp1 into fp2 is − log10 P (fp1|fp2).

5Note that BestPath(InputFST ◦ ParaFST ◦ LMFST) can be
used to obtain the maximum probability paraphrased sentence
in the statistical paraphrase generation model.

The cost of paraphrasing a word into the same word
is 0.

LMFST: The LMFST of the language model,
which is made from TF , is made by using the Ky-
oto Language Modeling toolkit (Kylm).6 We build a
5-gram language model with modified Kneser-Ney
smoothing. The cost of each n-gram is the negative
base 10 logarithm of its probability.

TMFST: The TMFST of the TM is used to re-
trieve the index of the input sentence, i.e., when fi is
the input, TMFST outputs i with cost 0. Using this
i, we retrieve fi. Note that when an input sentence
is not found in the TM, the search fails.

Examples of WFSTs are shown in Figure 1. In
the Figure, the ParaFST replaces “fine” with “very
good” at the cost of 2. It also outputs “it” and “is”
without modification and cost. “〈eps〉” indicates the
empty string. The TMFST consists of “it is good”
and “it is bad” whose ids are 1 and 2, respectively.
“〈/s〉” is the end of sentence marker.

InputFST, ParaFST, LMFST, and TMFST are
compiled, determinized and minimized using the
OpenFST library.7 Then, Equation 2 is solved by
using the Kyoto FST Decoder (Kyfd), a general pur-
pose beam-search decoder for WFSTs.8

4 Experiments

We used texts in the E-commerce domain to exam-
ine the performance of our method.

4.1 Basic statistics

The texts were on Japanese products in a health-care
domain. From that domain, we obtained 462,460
Japanese sentences. These sentences contain de-
scriptions of products as well as headings such as
“Product Name”, “Usage”, or “Country Of Ori-
gin” (in Japanese). The number of unique Japanese
sentences in these 462,460 sentences was 132,210,
which was 28.6% of the total number. These unique
sentences consist of 41,712 sentences that occurred
more than once (average length = 14.4 words9) and
90,498 sentences that occurred only once (average
length = 17.6 words). Hereafter, we use S2 and S1

6http://www.phontron.com/kylm/
7http://www.openfst.org/
8http://www.phontron.com/kyfd/
9We used ChaSen to segment Japanese texts in words.
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An example of TMFST

An example of ParaFST

An example of InputFST

0

5

it:2

1it:1

6
is:<eps>

2is:<eps>

7bad:<eps> 8</s>:<eps>

3good:<eps> 4</s>:<eps>

0

it:it
is:is

1
fine:<eps>/2

2<eps>:very
<eps>:good

0 1it:it 2is:is 3fine:fine 4</s>:</s>

Figure 1: Examples of WFSTs.

to refer to these 41,712 and 90,498 sentences, re-
spectively. These figures show that there are signifi-
cant replications of sentences in this domain.

We obtained translations of part of S210 and ex-
amined how the sentences in S1 could be translated
by using our paraphrase retrieval method. This sit-
uation represents a common real world case where
we translate frequently occurring sentences manu-
ally then translate rarely occurring sentences by ma-
chine (and post-edit them manually if necessary).

4.2 Distribution of word accuracy
We first examined how the sentences in S1 resem-
bled the sentences in S2. We used the word accuracy
between two sentences to measure the similarity be-
tween them. The word accuracy of a sentence s w.r.t
a reference sentence r, WAcc(s|r) is defined by

WAcc(s|r) = 1 − WER(s|r) = 1 − I + D + S

|r|
where |r| is the number of words in r, I is the num-
ber of insertions, D is the number of deletions and

10We obtained 41,611 translation pairs. The unique Japanese
sentences in these pairs was 30,898, because some Japanese
sentences were translated more than once.

S is the number of substitutions required in terms
of words to transform s to r. WER(s|r) is the word
error rate, which is often used in measuring the per-
formance of MT.

For each sentence in S1, we obtained the high-
est WAcc sentence in S2. Thus, we obtained a set
of sentence pairs, {〈f, f ′〉|f ∈ S1, f ′ ∈ S2, f ′ =
arg maxf ′′∈S2 WAcc(f ′′|f)}. We discarded pairs
which shared no words while obtaining these sen-
tence pairs. As a result, we obtained 89,792 sen-
tence pairs. Then, we randomly divided these sen-
tence pairs into two parts, DEV and TEST. DEV
and TEST had 44,817 and 44,975 sentences, respec-
tively.

The distribution of WAcc in DEV was shown in
Table 1. “Freq.”, “Percent”, and “Cum. Percent”
are the numbers of sentence pairs, their percent, and
their cumulative percent, respectively. This table
shows that there were indeed highly similar sentence
pairs (WAcc ≥ 0.9) in DEV.

4.3 Comparing paraphrasing with word
accuracy

We used the translations of part of S2, as described
in Section 4.1, to acquire a paraphrase list. The para-
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WAcc Freq. Percent Cum. Percent
0.9≤ 2530 5.65 5.65
0.8≤ 3157 7.04 12.69
0.7≤ 3258 7.27 19.96
0.6≤ 5430 12.12 32.08
0.5≤ 8921 19.91 51.98

Table 1: Distribution of word accuracy

phrase list consisted of 266,519 pairs.
We used the sentences of S1 in TEST as the inputs

to our paraphrase retrieval method. For each input
sentence, it retrieved the paraphrased sentence from
S2 with the highest score. As a result, we succeeded
in retrieving paraphrases for 2189 input sentences.
This was 4.87% of TEST. Thus the coverage of our
method was not very high. We describe our attempts
to increase the coverage in the next section.

We then evaluated the precision of the 2189 re-
trieved sentences. First, we sampled 100 pairs con-
sisting of input and retrieved sentences. Next, we
asked a Japanese-English translator to judge if each
pair of sentences could be translated into the same
English sentence. She judged that 91 of 100 pairs
could be translated into the same ones. Thus, the
precision was 0.91.

Next, we compared our method with WAcc. We
obtained the highest WAcc sentence for each sen-
tence of S1 in TEST. Then, we sorted the input
and retrieved sentence pairs in descending order of
WAcc. Finally, we extracted the top-2189 pairs for
comparison. We asked her to judge in the same way.
She judged that 76 of 100 pairs could be translated
into the same English sentences. The precision was
0.76.

This precision difference was statistically signifi-
cant at the 1% level, according to the two-sided pro-
portional test. The summary of the comparison is
shown in Table 2.

Next, we estimated the recall and F-measure by
sampling. The precision of our method was esti-
mated to be 0.91 by sampling as described above. It
means that there were about 1992 (= 2189 × 0.91)
pairs that had the same meanings in the 2189 re-
trieved sentences. Similarly, we estimated by sam-
pling that the number of the same meaning pairs in
TEST was 6997. From this, we estimated that the

recall of our method was 0.285 (2189×0.91
6997 ). Thus,

the F-measure was estimated to be 0.434.
On the other hand, the recall and F-measure of

WAcc were estimated to be 0.238 (2189×0.76
6997 ) and

0.362, respectively, when using the top-2189 pairs.
We could also estimate the recall of WAcc to be 1
if we regarded all pairs in TEST were retrieved by
WAcc. In this case, the precision of WAcc was 0.156
(= 6997

44975) and the F-measure was estimated to be
0.270. Thus, the precision, recall and F-measure of
our method were superior to those of WAcc in both
cases.

Our method WAcc
Precision 0.91 0.76
Recall 0.285 0.238
F-measure 0.434 0.362

Table 2: Comparison of precision/recall/F-measure

We also examined the pairs that were judged in-
correct. We found that the differences of meanings
were not critical when using our method. For ex-
ample, some unimportant words were omitted in re-
trieved sentences. On the other hand, when using
WAcc, the differences of meanings were often crit-
ical. For example, content words were frequently
substituted with other content words.

The nine paraphrase pairs that were judged in-
correct in our method were listed below. The dif-
ferences are indicated in italic. Note that these
paraphrases were literal translations of the Japanese
paraphrases. As shown in these paraphrases, the dif-
ferences of meanings were often not critical.

• Please take around 2-3 capsules per day with
cold or hot water. // Please take around 3 cap-
sules per day with cold or hot water.

• People with food allergies, please check the in-
gredients before using. // People with food al-
lergies, please check the ingredients.

• Please close the cap tightly after opening. //
Please close the cap tightly.

• Please avoid storing in places with direct sun-
light or high temperature and high humidity. //
Please avoid direct sunlight, high temperature
and high humidity.
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• Please stop taking it if you believe it is unsuit-
able for your constitution. // Please stop taking
it if it is unsuitable for your constitution.

• Please do not eat this in such cases. // Please
abstain in such cases.

• moisture // water

• Fluid type. // Liquid type.

• Please use immediately after opening. // Please
use quickly after opening.

4.4 Coverage

The previous section showed that the coverage of
our method was not very high. A simple method for
increasing the coverage is using a larger amount of
paraphrase pairs. Thus, we used all paraphrase pairs
acquired by using the method described in 3.3 with-
out discarding the paraphrase candidates even when
they did not satisfy P (fp2|fp1) > P (fp1|fp1).

We applied this paraphrase list to DEV. As a re-
sult, 5500 input sentences succeeded in retrieving
paraphrases. This was 12.27% of DEV. We also ap-
plied the original our method to DEV. As a result,
2094 input sentences succeeded in retrieving para-
phrases. This was 4.67% of DEV. Thus, the cover-
age increased from 4.67% to 12.27% when we use
all paraphrase candidates.

Next, we estimated the precisions of these meth-
ods using the same procedure as in the previous sec-
tion. We found that the precision of the method that
used all paraphrases was 63% and that of our origi-
nal method was 89%. Thus, the precision decreased
from 89% to 63%.

Consequently, we decided to use the paraphrase
candidates that satisfied P (fp2|fp1) > P (fp1|fp1).

Our future work is extending the coverage with-
out decreasing the precision. It would be interest-
ing to use monolingually-derived paraphrases to im-
prove the coverage (Marton et al., 2009). We may
also be able to use a thesaurus to increase the cov-
erage. However, large scale thesauruses do not ex-
ist for most languages. Thus, using a thesaurus for
increasing the coverage is only applicable to a few
languages.

5 Conclusion

We have proposed the use of paraphrases for search-
ing TMs based on a statistical framework. Although
the coverage of our method has room for improve-
ment, the precision is high and the meaning differ-
ences caused by the method are not critical. Conse-
quently, the method are useful for translating texts
on narrow domains, where similar sentences are
abundant.
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