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†Key Lab. of Intelligent Information Processing
Institute of Computing Technology

Chinese Academy of Sciences
P.O. Box 2704, Beijing 100190, China

{wangzhiyang, lvyajuan, liuqun}@ict.ac.cn

Abstract

Lexical sparsity problem is much more serious
for agglutinative language translation due to
the multitude of inflected variants of lexicons.
In this paper, we propose a novel optimization
strategy to ease spareness by multi-granularity
word alignment and translation for aggluti-
native language. Multiple alignment results
are combined to catch the complementary in-
formation for alignments, and rules of differ-
ent granularities can cooperate effectively to
translate more unknown words. Experimental
results on Uyghur-Chinese show that our pro-
posed method significantly improves the qual-
ity of word alignment and translation, by rela-
tive 10.25% of alignment error rate reduction
and +2.46% BLEU increment, respectively.

1 Introduction

Current Statistical Machine Translation
(SMT) (Brown et al., 1993; Koehn et al., 2003;
Chiang, 2005; Galley et al., 2006) often suffers
much from the lexical sparsity, especially in word
alignment and decoding. The widely-used word
alignment tool, GIZA++ (Och and Ney, 2003),
performs better on large parallel corpora, but much
poorer on small ones. Researchers have tried
many methods to optimize alignment result such
as heuristic methods (Koehn et al., 2003), and
also many strategies to extract better translation
rules (Liu et al., 2009). While for decoding, a
lot of work has been devoted to the alleviation
of unknown word problem, such as fuzzy phrase
matching (He et al., 2008). These strategies work

well for the translation of inflectional and isolating
languages.

For the translation of agglutinative languages,
however, data sparseness problem becomes much
more serious. An inflectional language, such as En-
glish, expresses semantics by hierarchical structures
of simple words, which explains why the tree-based
translation models can alleviate lexical sparsity. But
for agglutinative languages, semantics are expressed
mainly by concatenation of stem and affixes. Usual-
ly, a stem can attach with several prefixes or suffixes,
thus leading to tens of hundreds of possible derived
words. Different from the Arabic-English transla-
tion that has achieved promising progress, such as
(Lee, 2004; Habash and Sadat, 2006), most agglu-
tinative languages are less-studied and suffer from
resource-scarce problem.

Our work focuses on the translation of Uyghur.
According to the agglutinative property of Uyghur,
we propose a novel strategy, multi-granularity inte-
gration, to optimize word alignment and decoding
for translating from Uyghur to Chinese.

To optimize the word alignment, multiple align-
ment results are combined by assigning each inter-
translatable word pair an alignment probability. This
procedure is performed for a series of alignmen-
t tasks with different lexical granularities, including
stem-to-word alignment, and word-to-word align-
ment. The alignment results produced by all these
tasks are integrated together to obtain more accurate
word alignments.

While for decoding, translation rules of different
granularities are also integrated in a weighted com-
petitive manner. Word-granularity rules generate ac-
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Figure 1: An example of Uyghur-Chinese alignment, which means ”1. group deliberation” in English. (a) is the word
level alignment, (b) represents stem level alignment. The • means the corresponding words are aligned, ◦ is not.

curate translation although with smaller coverage,
and stem-granularity rules have much larger cover-
age while maybe with some ambiguities. Rules of d-
ifferent granularities can cooperate effectively in or-
der to utilize the small bi-text as completely as pos-
sible.

End-to-end evaluation shows that our proposed
method obviously reduces the alignment error rate
by relative 10.25%, and also yields a significan-
t increase in BLEU scores (+2.46%) for Uyghur-
Chinese translation task.

The remaining part of this paper is organized
as follows: we first give a simple introduction of
Uyghur in section 2. Then the methods of multi-
granularity alignment and translation are presented
in section 3 and 4. Section 5 describes our experi-
ments. Section 6 reviews the related work. Conclu-
sions are drawn in section 7 finally.

2 Uyghur Language Issues

Uyghur belongs to the Altaic language family. It-
s alphabet consists of 32 letters, including 8 vowels
and 24 consonants. Each letter may have different
shapes in different positions of a word. As an ag-
glutinative language, a Uyghur word can be decom-
posed, to the maximum extent, into a stem, a prefix,
and a sequence of suffixes. There are 6 prefixes and
532 suffixes, including 243 derivational suffixes and
289 inflectional suffixes. One word in such language
can generate tens of hundreds of inflected variants.

Uyghur is spoken by more than ten million peo-
ple dwelling in Central Asia. This nation attracts
much attentions of the world in recent years, but its

Items #sent #token #type
Uy-word 114,579 2,675,101 83,212

Uy-stem 114,579 2,675,101 22,783

Ch-word 114,579 2,483,465 36,804

Table 1: Statistics of the training corpus. Uy means the
bi-text of Uyghur side, and Ch represents Chinese side. ”-
word” means before stemming, ”-stem” after stemming.

language is resource-poor and less-studied. We on-
ly collected about 120K Uyghur-Chinese sentence
pairs currently, and such a small bi-text is apt to re-
sult in poor translation performance. To mitigate this
problem, morphological analysis is necessary. More
precisely, we will do stemming on Uyghur.

Stemming is a shallow morphological analysis,
which uses a lexical entry to replace inflected words.
In order to get the stem of Uyghur, we developed a
generative statistical model for Uyghur morpholog-
ical analysis according to (Jiang et al., 2010). This
model describes the result of morphological analy-
sis as a directed graph, where the nodes represen-
t the stems, affixes and their tags, while the edges
represent the transition or generation relationships
between nodes. Let’s take the collected parallel cor-
pus as an example. The number of unique words
is 83, 212 before stemming and 22, 783 after stem-
ming. About 72.8% reduction in vocabulary is ob-
tained by stemming.

Figure 1 gives a simple example of Uyghur-
Chinese alignment which is produced by GIZA++.
While employing the surface word to align, we get
a really bad alignment result owing to word sparsi-
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Figure 2: Uyghur-Chinese alignment with weighted matrix. (a) is the word level matrix, (b) means the stem level
matrix.

ty. In Figure 1a, there are even four Uyghur word-
s align to one Chinese word. After stemming, the
alignment model can make a better estimation for
word’s co-occurrence, and then generates superior
alignment results. In fact, the stem level alignment
in Figure 1b gets the same result of gold standard in
this example.

3 Multi-granularity Word Alignment

Formally, given a source sentence f = fJ
1 =

f1, . . . , fj , . . . , fJ and a target sentence e = eI1 =
e1, . . . , ei, . . . , eI , we define a link l = (j, i) to exist
if fj and ei are translations of each other. Therefore,
an alignment a is a subset of the product of word
positions:

a ⊆ {(j, i) : j = 1, . . . , J ; i = 1, . . . , I} (1)

Traditional alignment models (Brown et al., 1993;
Vogel et al., 1996) treat word alignment as a hid-
den process and maximize the likelihood of bi-text
using the Expectation Maximization (EM) algorith-
m. Usually, the SMT system takes 1-best result as
the final alignment result to generate translation ta-
bles, phrase tables, or syntactic transformation rules.
In this work, we employ existing alignment mod-
els and produce multiple sets of alignment with d-
ifferent granularities, then combine them together
to catch complementary information to get a better
alignment result.

Specifically, we feed aligners with two granular-
ities: surface word and stem, and stemming is only
done on the source side. The former uses Uyghur
surface word and Chinese surface word as the align-

ment factor, and the latter employs Uyghur stem and
Chinese surface word.

We usually take the 1-best result from GIZA++
as the final alignment result. However, it seems not
appropriate for resource-scarce language pairs due
to lexical sparsity problem. And we believe that of-
fering each link a probability might help to distin-
guish ”good” alignment links from ”bad” ones. S-
ince GIZA++ could provide n-best lists alignment
results with probabilities, we can estimate the link
probability from it.

Formally, a weighted matrix A is a J × I ma-
trix, in which each element stores a link probability
p(j, i) to indicate how well fj and ei are aligned.
The link probability is estimated from n-best lists
by calculating relative frequencies,

p(j, i) =

∑N
k=1 p(ak)× δ(ak, j, i)∑N

k=1 p(ak)
(2)

where

δ(ak, j, i) =

{
1 (j, i) ∈ ak
0 otherwise

(3)

Note that N is the number of n-best list size, p(ak)
is the probability of kth best in the n-best lists,
δ(ak, j, i) indicates whether a link (j, i) occurs in
the alignment ak or not. We assign 0 to any unseen
alignment.

Figure 2 is an example of alignment represented
as weighted matrix, which is generated on 10-best
alignment lists. We can see that the link probability
makes a rough corresponding to the results revealed
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in Figure 1. Intuitively, if combining the two ma-
trices together, we can catch the complementary in-
formation of each other and at least enhance the link
probabilities of real aligned word-pairs.

Similarly, let Aword and Astem denote the word
level and stem level weighted matrix, and they are
combined to generate the final weighted matrix by
linear interpolation:

A = λ ∗Aword + (1− λ) ∗Astem (4)

Here λ can be optimized on a tuning set. There-
fore, we can use the method proposed by (Liu et
al., 2009) to extract phrase pairs, or just use the
weighted matrices to store alignments of different
granularities, and combine them together by prun-
ing bad ones with a threshold. That’s to say,
for each element in matrix A, we only retain the
ones whose link probability p(j, i) is above a pre-
specified threshold.

4 Multi-granularity SMT

Since one word in agglutinative languages can gen-
erate tens of hundreds of inflected variants, stan-
dard statistical approaches, especially SMT, are apt
to suffer from data spareness issues. There may ex-
ists many unknown words owing to the rich morpho-
logical features.

Previous section has revealed that stemming can
reduce vocabulary size notably. Intuitively, by em-
ploying the stem-granularity rules, we may alleviate
the number of unknown words. That’s to say, except
the use of word-granularity rules, we employ stem-
granularity rules simultaneously. Perhaps it is a fea-
sible way to incorporate the two different rule sets
into log-linear model with different weights similar
to (Koehn and Hoang, 2007).

5 Experiments

In this section, we first describe the experimen-
tal settings, and then verify the effect of multi-
granularity word alignment and machine translation.

5.1 Experimental Setup

We conduct our experiments on Uyghur-Chinese
language pair. We have collected about 120K

Recall(%) Precision(%) AER(%)
Baseline 85.90 79.27 17.55
Replace 86.99 81.27 15.75

0.5 81.56 85.34 16.58
0.6 77.93 89.80 16.54
0.7 77.41 90.57 16.52
0.8 76.97 90.85 16.66
0.9 76.14 91.72 16.79
1.0 68.21 94.19 20.87

Table 2: Word alignment results by threshold pruning
on combined weighted alignment matrix. Baseline is the
alignment produced by GIZA++ on word level. Replace
is on stem level.

bi-text sentences of Uyghur-Chinese1 which come
from government document. Table 1 shows the s-
tatistics of the training corpus. In addition, there
are 1, 000 sentences in the tuning set and 1, 000 sen-
tences in the test set, both with one reference. For
the language model, we use the SRI Language Mod-
eling Toolkit (Stolcke, 2002) to train a 4-gram mod-
el with the target side of training corpus. To measure
the quality of word alignment, we manually aligned
100 parallel sentences from the training corpus of
Uyghur-Chinese.

And Moses2 is used as our baseline SMT system.
The decoding weights are optimized with minimum
error rate training (MERT) (Och, 2003) to maximum
word level BLEU (Papineni et al., 2002) scores.

5.2 Word Alignment

The quality of alignment is computed as appropri-
ately refined precision and recall measures. Ad-
ditionally, we also use the Alignment Error Rate
(AER) (Och and Ney, 2000) which is derived from
the well-known F-measure. AER requires gold
alignments that are marked as ’sure’ or ’probable’.
Here, we don’t distinguish them, so the AER is com-
puted as:

Pr =
|A ∩ S|
|A| , Rc =

|A ∩ S|
|S| (5)

AER = 1− 2PrRc

Pr +Rc
(6)

1http://mt.xmu.edu.cn/cwmt2011/en/index.html. Part of the
corpus will be published for SMT evaluation in CWMT 2011.

2http://www.statmt.org/moses/
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where A links are proposed and S links are gold.
NULL links are not included in this evaluation.

In order to detect the performance of multi-
granularity alignment, we first generate word level
and stem level weighted alignment matrices respec-
tively, then combine them by just setting λ = 0.5
as default. According to the combined weighted
matrix, we choose the threshold 0.5, 0.6, 0.7, 0.8,
0.9, 1.0 to generate word-to-word alignment with-
out probability.

Table 2 shows the effect of threshold pruning.
Because we only get 100 human-aligned sentence
pairs, it is somehow hard to reflect the effect of
multi-granularity alignment comprehensively. How-
ever, there are still some trends we can get from
the results. The stem level alignment performs best,
by relative 10.25% of alignment error rate reduction
compared to baseline system. This illustrates that
stemming is useful for Uyghur language processing,
and stem may be used to replace corresponding word
for translation to some extent.

Except for the threshold 1.0, all the others perfor-
m better than baseline. Besides, as the threshold be-
comes larger, the recall decreases, but the precision
improves consistently. And we observe two interest-
ing side effects on threshold pruning.

• When the threshold is up to the maximum val-
ue, say, 1.0, the precision is about 94.19%. Al-
though the recall is low, it is really a good re-
source to extract bilingual dictionary.

• As we all know, high-quality bi-text seldom ex-
ists and noisy data is always there. When us-
ing the threshold pruning, some sentence pairs
don’t get any candidate alignments. We can see
in Figure 2a that the combined score of word
pair (”qarap”, ” ”) is only 0.035, which
will be pruned without doubt in our way. In
fact, we have checked that none of these sen-
tences is bi-text. Hence, maybe this is a way to
filter noisy data from parallel corpus.

5.3 Statistical Machine Translation

According to Table 3, we can see that it always per-
forms better when using stem as the basic transla-
tion unit. In order to generate the weighted align-
ment matrix (WAM), we conduct on different N -
best lists produced by GIZA++. And the 100-best

Tuning(%) Test(%)
word-level 41.50 39.62(+0.0)
stem-level 42.67 40.24(+0.62)

wam-10-word-level 41.42 39.68(+0.02)
wam-100-word-level 41.60 39.96(+0.34)
wam-10-stem-level 42.81 40.94(+1.32)

wam-100-stem-level 42.84 41.04(+1.42)

Table 3: Some baseline SMT results. wam-based meth-
ods are similar to (Liu et al., 2009).
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Figure 3: Translation results of Uyghur-Chinese based on
pruning method.

is better than 10-best both on word level and stem
level, but the difference is not significant. When we
take the WAM produced by 100-best of GIZA++ on
stem level, it gains +1.42% BLEU score compared
to baseline.

5.3.1 Wam-based method

We conduct the threshold pruning method on the
combined weighted alignment matrix. Here we on-
ly take the surface word as the basic translation u-
nit. The results in Figure 3 show that: whatever the
threshold is, it always gets improvements compared
to the baseline system. And the combined WAM
performs similar with different N -best lists gener-
ated by GIZA++.

Besides, we also checked the influence on trans-
lation of different value λ. Intuitively, λ is related to
the quality of alignment. Therefore, we set

λ = 10
α∗ 1−AERword

2−AERword−AERstem , (7)

which can clearly distinguish the quality of align-
ment with different α.
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Figure 4: Translation results of Uyghur-Chinese with d-
ifferent λ.

As we can see from Figure 4, stem level transla-
tion is always better than word level, and they have
similar changes with different λ. With different λ,
we get different translation results. When we set α
= 20, which means λ is 0.304, we get the best trans-
lation performance on stem level. The BLEU score
is 0.4148, which is +1.86% compared to baseline
system.

5.3.2 Multi-granularity Decoding

For the multi-granularity SMT, we employ the
frame of factored models (Koehn and Hoang, 2007)
of Moses. When we translate from Uyghur to Chi-
nese, we just keep two factors (surface word and
stem) on the source side. And we get 0.4115 BLEU
score with Moses’ factored models. Here if we ex-
tract the word level and stem level phrase pairs from
the combined weighted alignment matrices, we ob-
tain obvious better performance with BLEU score
0.4172, which is gained +2.46% compared to base-
line. And it is also better than the original factored
models.

6 Related Work

Word alignment as an essential step in most phrase
and syntax based statistical machine translation sys-
tems, has received a significant amount of research
over the years. Some are focused on the improve-
ment of word alignment models, notably in (Moore,
2005; Liu et al., 2010; Riesa and Marcu, 2010; Saer-
s et al., 2010). Others are trying to incorporate
morpho-syntactic knowledge (Xiang et al., 2010;
Carpuat et al., 2010; Luong and Kan, 2010) which

makes it easier to determine corresponding words
directly.

As for the translation task with respect to agglu-
tinative languages, we often subject to the problem
of word sparsity. The reduction of sparsity can be
achieved by increasing the number of training da-
ta or via morphological analysis. Nakov and Ng
(2009) propose a method for improving SMT of
resource-scarce languages by exploiting their sim-
ilarity to resource-rich ones. Nießen and Ney
(2004) use morphological decomposition to get bet-
ter alignments. (Lee, 2004) changes the word
segmentation of Arabic to induce morphological
and syntactic symmetry between parallel sentences.
Some are take the morphological analysis as a pre-
processing step for word alignments. Elming and
Habash (2007) first tokenize words into smaller unit-
s to align, and then the alignments are mapped back
to the original word form. Similarly, Carpuat et al.
(2010) propose to reorder post-verbal subject (VS)
constructions of Arabic sentences into SV order for
word alignment only, and the phrase extraction and
decoding are performed on the original word order.

Moreover, there is still some work on alignmen-
t combination. Koehn et al. (2003) combine the
alignments from two different directions, source-to-
target and target-to-source. Ayan and Dorr (2006)
propose a maximum entropy approach to combine
multiple alignment from different models based on
a set of linguistic and alignment features. Xiang et
al. (2010) generate multiple sets of diversified align-
ments based on different motivations and then com-
bine them according to confidence scores (Huang,
2009). Zhang and Sumita (2007) use English lem-
mas in training which improves the quality of word
alignment and yield better translation performance.

The difference between our work and above is:
we generate multi-granularity word alignments, and
propose different methods to combine them; and to
the best of our knowledge, this is the first time that s-
tatistical method of translating Uyghur into Chinese
is reported.

7 Conclusions and Future Work

This paper proposes a novel strategy, multi-
granularity integration, to optimize the word align-
ment and decoding for agglutinative language trans-
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lation. For word alignment, we perform a series
of alignment tasks with different lexical granular-
ities. In each task, multiple alignment results are
combined by assigning each inter-translatable lexi-
cal pair an alignment probability. While for decod-
ing, the translation rules of different granularities
are also integrated in a weighted competitive man-
ner, so as to integrate the coverage of fine-grained
stem/affix rules and the accuracy of large-grained
word rules. End-to-end evaluation shows that the
proposed methods can improve not only the quali-
ty of statistical word alignment but also the perfor-
mance of statistical machine translation.

However, there is still some future work to do.
The combination approach itself is not limited to any
specific language. It provides a general framework
for improving quality of word alignment, especial-
ly for agglutinative languages. We plan to extend
our methods to other agglutinative languages, such
as Korean, Japanese.
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