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1. INTRODUCTION 
In the first NACSIS Test Collection for Information Retrieval 
(NTCIR) Workshop [3][4][5], we participated in the ad hoc 
Information Retrieval (IR) task. In this participation, we focus on 
evaluating the Japanese IR engine of our prototype Multi-Lingual 
Multi-Media Information Retrieval (MLMMIR) system using 
NTCIR, which is the first large-scale test collection in Japanese. 
A MLMMIR system is an integrating system of Multi-Lingual 
Information Retrieval (MLIR) techniques [2][9] and Multi-Media 
Information Retrieval (MMIR) techniques [1]. It is capable of 
mutually retrieving informative data that is represented by many 
languages and various kinds of media by crossing boundaries 
among them. 
Aiming to realize such a system, we build the prototype 
MLMMIR system, called BOSS [7]. BOSS can retrieve a mixture 
of various kinds of useful data by first translating the contents that 
are included in lingual and media data into Japanese keywords, 
and then providing them to the Japanese IR engine that we 
developed. The performance of the system depends heavily on the 
Japanese IR engine, and the overall system is now under 
construction. Therefore, we limit the range of evaluation to not the 
overall system but the Japanese IR engine of the system. 
We submitted one official ad hoc run, JALAB, to NACSIS. 
However, it was excessively bad because the collection of 
documents that was used in automatic term indexing is not the 
ones of NTCIR, but the corpus that we collected by ourselves. 
Therefore, we report new five ad-hoc runs, JALAB1, JALAB2, 
JALAB3, JALAB4, and JALAB5, in addition to JALAB. They are 
the runs that were performed using the index terms that were 
extracted from all documents of NTCIR. 
The remainder of this paper is organized as follows. The next 
section describes the overview of the system. Section 3 describes 
keyword extraction methods for multi-lingual data and multi-
media data. Section 4 describes the Japanese IR engine of the 
system. Section 5 describes the evaluation results for the ad hoc 
task. Finally, Section 6 describes conclusion. 

2. OVERVIEW OF THE SYSTEM 
BOSS can retrieve the information that is relevant to a query from 
a database and display the result in relevant order. The 
information that is inputted as a query is lingual data such as 

Japanese and English texts, or media data such as images and 
sounds. In addition, the information that is stored in the database 
and is returned in the result is a mixture of these data.  
To break down the walls that stand among lingual and media data, 
BOSS retrieves relevant information through Japanese keywords. 
In the searching process, Japanese keywords are first extracted 
from any kinds of information that the system supports, and then 
they are provided for the conventional IR system. By doing in 
such a way, it is possible to search for various kinds of 
information mutually. 
Figure 1 shows the overview of BOSS. It consists of three main 
modules: the user interface module, the keyword extraction 
module, and the IR engine. Each of them is easily explained below. 
u User interface module: The user interface module takes 

various kinds of command inputted by a user and displays 
the result of executing it. If data objects are included in the 
result, they are outputted using a suitable method for each of 
their formats. 

u Keyword extraction module: The keyword extraction 
translates a data object that is sent from the user interface 
module into Japanese keywords using the extraction method 
and the conversion dictionary that specialize in its format. 
Conversion dictionaries are used to translate the features that 
are extracted from a data object into Japanese keywords 
except that it is a Japanese text. The detail is described in 
Section 3. 

u IR engine: The IR engine retrieves data objects that are 
relevant to Japanese keywords using the inverted index. The 
relevance between the keywords and each of data objects 
that are stored in the database are computed using a vector-
space method [6]. The inverted index is used to compute 
these relevances fast. The detail is described in Section 4. 

3. KEYWORD EXTRACTION 
The input data is translated into some Japanese keywords in the 
keyword extraction module. This process is performed using two 
different methods for lingual data and media data. 

3.1  Method for Multi-lingual Data 
In the method for lingual multi-data, the keyword extraction that is 
specialized to the language used in a lingual data object is 



performed. If Japanese is used in the data object, Japanese 
keywords are gotten after this process. On the other hands, if other 
language is used, the keywords that are extracted in this process 
are then translated into Japanese keywords using a bilingual 
dictionary. 
 In the keyword extraction specialized to a language, keyword 
candidates are recognized, modified, and reduced only using 
surface information such as character type and frequency. This 
method can not extract the words that occur in the data object as 
keywords, but it can extract keywords fast because it does not 
require complex linguistic analysis. 
In the translation of keyword candidates, the bilingual dictionary 
including only nouns of each language is used. In the case that 
there are some Japanese words equivalent to a word in a certain 
language, only one Japanese word with a general meaning is 
selected. 

3.2 Method for Multi-media Data 
In the method for media data, the signature that identifies a certain 
data object is first made from the inputted data, and then the 
Japanese keywords that are associated with the signature in 
advance are retrieved. A signature is a list of bits of fixed length 
and consists of several attributes of files such as file names, file 
sizes, and bit information that is extracted from the data itself. The 
assignment of Japanese keywords to each media data is performed 
manually. 

4.  JAPANESE IR ENGINE 
The Japanese IR engine searches for data related to the keywords 
that are extracted from a query, and outputs the result in 
descending order of its relevance to the keywords. The relevance 
between keywords and each stored data is computed using the 
vector-space model. In this model, both of them are represented by 
vectors on a vector space. In the IR engine, index terms that 
correspond to each element of a vector are not keywords, but 
strings are further extracted from the keywords. They are selected 
in advance through learning process on test documents. 

4.1 Vector Representation 
The contents of queries and stored data objects are represented by 
vectors. Each element of a vector is associated with a particular 
character bigram. If a character bigram appears in the extracted 
Japanese keywords, the corresponding element of a vector is set to 
1. Otherwise, the element is set to 0. 
Vectors that are generated for stored data objects are retained in an 
inverted index to speed up the computation of their relevance to a 
query. The inverted index is a table identifying data objects 
corresponding to index terms. Each entry of the index includes a 
particular index term and the corresponding list of data object 
numbers. The use of the inverted index enables us to search for 
relevant data objects quickly because it loses the need of 
computation of relevance for all vectors. 
Index terms are selected in advance through automatic indexing 
process for data objects of a collection. In this process, keywords 

 

Figure 1. Overview of BOSS 



are first extracted from the data objects. Then, character bigrams 
are further extracted from the keywords. The frequency of each 
unique bigram in the keywords are computed. Finally, the 
indicated number of bigrams with high frequencies is selected as 
index terms.  

4.2 Searching in Relevance Order 
Let q = (q1, q2, ... , qn) and d = (d1, d2, ... , dn) be the vector for a 
query and the vector for a stored data object, respectively. The 
relevance r between them is computed as follows. 

where q• d, N(q), N(d) are computed as follows. 

5. EVALUATION 
5.1 Demonstration of BOSS 
BOSS works on Windows NT and handles texts in English, 
Japanese, and Korean, images of JPEG format, and sounds of 
MIDI format. Figure 2 shows the result of retrieving information 

that is relevant to the English text about a golf tournament. The 
upper left, bottom, and upper right windows in the figure are the 
content of the English text, the list of data objects that relevant to 
it, and the content of the most relevant Japanese text in the list, 
respectively. Figure 3 shows the result of retrieving information 
that is relevant to the jpeg image, the portrait of Mozart. The list at 
the bottom window in the figure includes several kinds of data 
objects like texts, images, and sounds. The first relevant data 
object is a sound data. When clicking a mouse on the play button 
at the upper right of the window, music gets started. Like this, 
BOSS can retrieve various kinds of data objects for a particular 
data object. 

5.2 Results of the Ad Hoc Task 
In NTCIR-1, we participate the ad hoc IR task to evaluate the 
Japanese IR engine of BOSS. In the task, documents for each of 
53 topics are retrieved, and top 1,000 documents that are retrieved 
for each topic are judged whether they are relevant to the topic or 
not. This task is performed using the NTCIR. 
The NTCIR is presented by NACSIS to enhance research in 
Japanese text retrieval. It consists of documents, search topics, and 
relevance assessments for each search topic. The documents are 
339,483 abstracts taken form NACSIS Academic Conference 
Papers Database. The search topics are formatted descriptions of 
user�s needs. They consist of 5 fields: Title, Description, Narrative, 
Concept and Field. The relevance assessments are lists of the 
documents that are judged relevant to each of search topics. 
We submitted one official ad hoc run, JALAB, to NACSIS. After 
this submission, we perform new five ad hoc runs, JALAB1, 
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Figure 2. Result of retrieving information that is relevant to the English text about a golf tournament 



JALAB2, JALAB3, JALAB4, and JALAB5. The contents of the 
six runs are as follows. 
u JALAB (submitted): The Aoe laboratory (AL) corpus is used 

in the selection of index terms. The AL corpus is a 
collection of about 15,000 documents that we collected from 
various fields by itself. The total number of the index terms 
that are extracted from the documents in the corpus is 
56,000. In this run, the description field is used for each 
topic. 

u JALAB1 (new): The collection of documents in the NTCIR 
is used in the selection of index terms. The total number of 
index terms that are extracted from the documents in the 
collection is 366,886. In this run, the title field is used for 
each topic. 

u JALAB2 (new): The used documents in the selection of 
index terms and the total number of index terms are the same 
as JALAB1. In this run, the description field is used for each 
topic. 

u JALAB3 (new): The used documents in the selection of 
index terms and the total number of index terms are the same 
as JALAB1. In this run, the narrative field is used for each 
topic. 

u JALAB4 (new): The used documents in the selection of 
index terms and the total number of index terms are the same 
as JALAB1. In this run, the title, description, and narrative 
fields are used for each topic. 

u JALAB5 (new): The used documents in the selection of 
index terms and the total number of index terms are the same 
as JALAB1. In this run, the description and concept fields 
are used for each topic. 

The performance of the IR engine is measured in precision and 
recall. Precision is the number of relevant data objects retrieved 
divided by the total number of data objects retrieved. Recall is the 
number of relevant data objects retrieved divided by the total 
number of relevant data objects. 
The results of the ad hoc task are as follows. Table 1 and Table 2 
show the summary of the results for the above 6 runs using the 
relevance assessments, Relevant qrels (JE-1) and Partial Relevant 
qrels (JE-2), respectively. Figure 4 and Figure 5 show the recall 
precision curves for the results using JE-1 and JE-2, respectively.  

6. CONCLUSION 
In this paper, we have described our developing MLMMIR system, 
BOSS, and reported the evaluation results of the Japanese IR 
engine of BOSS for the ad hoc task in NTCIR-1. 
With respect to BOSS, we have just explained the overview of the 
system because BOSS is not so complete as the overall evaluation 
can be made for the system. Completing the system, many existing 
and new techniques must be introduced into it. 
With respect to the evaluation, we have actually recognized that it 
is difficult to retrieve relevant documents in the way of weighting 
index terms only by using the information of whether they occur 
in documents or not. We need to introduce term weighting 
methods like TF-IDF[8]. 

 

Figure 3. Result of retrieving information that is relevant to the jpeg image, the portrait of Mozart 



Table 1. Result of the ad-hoc task for JE-1 

Run ID JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Run desctiption Automatic Automatic Automatic Automatic Automatic Automatic

Number of topics 53 53 53 53 53 53

Number of index terms 56,000 366,886 366,886 366,886 366,886 366,886

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Retreived: 52,051 53,000 53,000 53,000 53,000 53,000
Relevant: 1,910 1,910 1,910 1,910 1,910 1,910
Rel-ret: 84 745 758 613 699 825

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
0.00 0.0075 0.3945 0.4461 0.3664 0.4101 0.4505
0.10 0.0064 0.3025 0.3130 0.2368 0.2929 0.3477
0.20 0.0049 0.2213 0.2263 0.1691 0.1792 0.2597
0.30 0.0025 0.1630 0.1762 0.1161 0.1305 0.2100
0.40 0.0014 0.1278 0.1366 0.0942 0.0902 0.1564
0.50 0.0006 0.1007 0.1124 0.0766 0.0793 0.1331
0.60 0.0002 0.0789 0.0817 0.0506 0.0587 0.1061
0.70 0.0000 0.0602 0.0567 0.0281 0.0416 0.0827
0.80 0.0000 0.0422 0.0448 0.0176 0.0309 0.0522
0.90 0.0000 0.0177 0.0188 0.0118 0.0032 0.0161
1.00 0.0000 0.0119 0.0154 0.0104 0.0023 0.0130

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Non-interpolated 0.0017 0.1227 0.1345 0.0937 0.1032 0.1535

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
At 5 docs 0.0000 0.2113 0.2264 0.1736 0.1849 0.2491
At 10 docs 0.0000 0.1849 0.1830 0.1264 0.1547 0.2094
At 15 docs 0.0000 0.1560 0.1673 0.1270 0.1346 0.1736
At 20 docs 0.0090 0.1349 0.1472 0.1142 0.1255 0.1585
At 30 docs 0.0025 0.1195 0.1283 0.0975 0.1094 0.1346
At 100 docs 0.0034 0.0685 0.0702 0.0491 0.0562 0.0696
At 200 docs 0.0029 0.0459 0.0458 0.0320 0.0368 0.0460
At 500 docs 0.0022 0.0239 0.0242 0.0182 0.0209 0.0246
At 1,000 docs 0.0016 0.0141 0.0143 0.0116 0.0132 0.0156

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Exact 0.0003 0.1367 0.1497 0.1084 0.1327 0.1676

R-Precision (precision after R docs retrieved  (where R is the number of relevant documents) )

Precision

Precision

Recall Level Precision Averages

Total number of documents over all topics

Recall

Document Level

Average precision over all relevant docs

Document Level Averages

Used fields of topics Description Title Description

Collection used in
term indexing

Narrative
Title

Description
Narrative

Description
Concept

AL Corpus  NTCIR1  NTCIR1  NTCIR1  NTCIR1  NTCIR1



Table 2. Result of the ad-hoc task for JE-2 

Run ID JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Run desctiption Automatic Automatic Automatic Automatic Automatic Automatic

Number of topics 53 53 53 53 53 53

Number of index terms 56,000 366,886 366,886 366,886 366,886 366,886

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Retreived: 52,051 53,000 53,000 53,000 53,000 53,000
Relevant: 2,345 2,345 1,910 1,910 1,910 1,910
Rel-ret: 164 998 978 820 902 1,052

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
0.00 0.0194 0.4347 0.4892 0.4325 0.4685 0.4896
0.10 0.0108 0.3288 0.3284 0.2598 0.3125 0.3493
0.20 0.0053 0.2321 0.2436 0.1937 0.2099 0.2749
0.30 0.0034 0.1928 0.1900 0.1421 0.1395 0.2187
0.40 0.0025 0.1601 0.1534 0.1133 0.1068 0.1686
0.50 0.0006 0.1135 0.1232 0.0829 0.0851 0.1383
0.60 0.0002 0.0842 0.0933 0.0601 0.0523 0.1030
0.70 0.0000 0.0662 0.0653 0.0375 0.0355 0.0736
0.80 0.0000 0.0479 0.0473 0.0288 0.0243 0.0558
0.90 0.0000 0.0203 0.0241 0.0162 0.0031 0.0220
1.00 0.0000 0.0111 0.0178 0.0149 0.0027 0.0170

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Non-interpolated 0.0028 0.1369 0.1447 0.1103 0.1115 0.1571

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
At 5 docs 0.0075 0.2566 0.2792 0.2377 0.2377 0.2943
At 10 docs 0.0075 0.2264 0.2340 0.1774 0.2075 0.2528
At 15 docs 0.0050 0.1925 0.2113 0.1748 0.1799 0.2113
At 20 docs 0.0057 0.1642 0.1887 0.1557 0.1660 0.1934
At 30 docs 0.0069 0.1484 0.1597 0.1333 0.1434 0.1635
At 100 docs 0.0072 0.0877 0.0906 0.0670 0.0740 0.0840
At 200 docs 0.0062 0.0607 0.0602 0.0423 0.0475 0.0575
At 500 docs 0.0042 0.0319 0.0316 0.0245 0.0269 0.0312
At 1,000 docs 0.0031 0.0188 0.0185 0.0155 0.0170 0.0198

JALAB JALAB1 JALAB2 JALAB3 JALAB4 JALAB5
Exact 0.0066 0.1587 0.1712 0.1332 0.1544 0.1914

R-Precision (precision after R docs retrieved  (where R is the number of relevant documents) )

Precision

Precision

Recall Level Precision Averages

Total number of documents over all topics

Recall

Document Level

Average precision over all relevant docs

Document Level Averages

Used fields of topics Description Title Description

Collection used in
term indexing

Narrative
Title

Description
Narrative

Description
Concept

AL Corpus  NTCIR1  NTCIR1  NTCIR1  NTCIR1  NTCIR1



Figure 4 Recall-precision curves for JE-1 
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Figure 5 Recall-precision curves for JE-2 
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