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Abstract

In this paper, we apply the statistical
machine translation based passage retrieval,
which was proposed at the last NTCIR-6
CLQA subtask, to the IR4QA Task. The exper-
imental evaluation shows that the method is
more effective for the relation and event type
questions, which are longer and including rel-
atively mane common keywords, than the def-
inition and biography type questions, which
are shorter and often including only named
entities.

1 Introduction

In the previous NTCIR-6, we introduced the novel
approach for CLQA, in which the statistical machine
translation (SMT) is deeply incorporated into the ques-
tion answering process, instead of using it as the pre-
processing of the mono-lingual QA process (Akiba
et al., 2008). Our approach consists of the cross-
language document retrieval method and the cross-
language passage retrieval method, both of which use
the word translation model trained by the parallel
corpus between Japanese and English. In the cur-
rent NTCIR-7, we applied such methods to IR4CLQA
Task, i.e. a cross-language document retrieval task.
In the rest of this paper, Section 2 overviews our

methods for document and passage retrieval for CLQA
used in the previous NTCIR CLQA subtask. Section 3
describes the experimental evaluation conducted to see
the performance of the proposed method by comparing
it to some reference methods. Section 4 describes our
conclusion.

2 Our Method

2.1 Document Retrieval

Given an English question sentence, the document
retrieval subsystem of our proposed CLQA system re-
trieves Japanese documents directly. In order to do
so, each Japanese document in the target collection
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Figure 1. An examples of a question and
the corresponding passage candidates.

has been indexed by English terms by using the word
translation probability used in the SMT framework.
The expected term frequency tf(e, D) of an En-

glish term e that would be used as an index to a
Japanese documentD can be estimated by the follow-
ing equation.

tf(e, D) =
∑

j∈D

t(e|j)tf(j, D) (1)

where tf(j, D) is the term frequency of a Japanese
term j in D and t(e|j) is the word translation prob-
ability that j is translated into e. The probability
t(e|j) is trained by using a large parallel corpus as
the SMT framework. Because the expected term fre-
quency tf(e, D) is consistent with tf(j, D) that is cal-
culated from the statistics of D, the conventional vec-
tor space IR model based on the TF-IDF term weight-
ing can be used for implementing our IR subsystem.
We used GETA 1 as the IR engine in our system.

2.2 SMT based Passage Retrieval

In order to enable the direct passage retrieval, where
the query and the passage are in different languages,

1http://geta.ex.nii.ac.jp
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the statistical machine translation is utilized to calcu-
late the similarity between them. In order words, we
calculate the similarity between them as the probabil-
ity that the Japanese passage is translated into the En-
glish question.
The similarity sim(Q, S|A) between a question Q

and a sentence S including an answer candidate A is
calculated by the following equation.

sim(Q, S|A) = max
D∈H(S)

P (Q|D − A) (2)

where P (Q|D − A) is the probability that a word se-
quence D except A is translated into a question sen-
tence Q, and H(S) is the set of the candidate passage
(term sequences) that are related to a sentence S. The
set consists of S and the power set of SH , S−1, and
S+1, where SH is the headline of the article that S be-
longs, S−1 is the previous sentence of S, and S+1 is
the next sentence of S (Figure 1).
In this paper, we use IBM model 1 (Brown et al.,

1993) in order to get the probability P (Q|D − A) as
follows,

P (Q|D − A) =

1
(n + 1)m

m∏

j=1

∑

i=1,···,k−1,k+l+1,···,n
t(qj |di)(3)

where q1 · · · qm is a English term sequence of a ques-
tion Q, d1 · · · dn is a Japanese term sequence of a
candidate passage D, dk · · ·dk+l is a Japanese term
sequence of an answer candidate A. Therefore, the
Japanese term sequence d1, · · · , dk−1, dk+l+1, · · · , dn

(= D - A) is just D except A. We exclude the answer
term sequence A from the calculation of the transla-
tion probability, because the English terms that cor-
responds to the answer should not be appeared in the
question sentence as the nature of question answering.
Moreover, we interpolate the translation probability

and the prior of the question terms for smoothing as
follows,

P (Q|D − A) =
1

(n + 1)m

∏

j

∑

i

{λt(qj |di) + (1 − λ)u(qj)}(4)

where u(q) is a uni-gram probability trained from the
question (English) side of the parallel corpus.

3 Experimental Evaluation

The experimental evaluation was conducted to see
the document retrieval performance by using our pro-
posed method.

3.1 Task and Data

The NTCIR-7 ACLIA formal run data (Sakai et al.,
2008) for English to Japanese CLIR task were used for

the evaluation. This data contains 98 question in En-
glish. The target documents are four years newspaper
articles from “MAINICHI SHINBUN” (1998-2001).
We used eitherQuestion or Narrative for queries.

3.2 Translation Model

The translation model used for our method was
trained from the following English-Japanese parallel
corpus; 206,782 sentence pairs from newspaper ar-
ticles obtained by the automatic sentence alignment
(Utiyama and hitoshi Isahara, 2003).
Before training the translation model, both English

and Japanese sides of the sentence pairs in parallel cor-
pus were normalized. For the sentences of Japanese
side, the inflectional words were normalized to their
basic forms by using a Japanese morphological ana-
lyzer. For the sentences of English side, the inflec-
tional words were also normalized to their basic forms
by using a Part-of-Speech tagger and all the words
were lowercased. For each side, we deleted the words
that has the functional word class. In Japanese side,
we deleted “conjunction”, “particle”, “auxiliary verb”
and “interjection”. In English side, we deleted “con-
clusion”, ”definite article” and “postfix”. GIZA++
(Och and Ney, 2003) was used for training the IBM
model 4 from the resulting normalized parallel cor-
pus. The trained Japanese-to-English word translation
model t(e|j) was used for our proposed document re-
trieval (Section 2.1) and passage similarity calculation
(Section 2.2).

3.3 Compared methods

We submitted three runs (TA-EN-JA-01-D, TA-EN-
JA-02-D and TA-EN-JA-03-T) to the IR4QA Task.
Then, we tried additional 2 different runs (DR300-D
and PR1000-D).

DR1000-Q Using Question as a query, our docu-
ment retrieval is applied to obtain the top 1000
documents. (submit run ID is TA-EN-JA-03-T)

DR1000-N Using Narrative as a query, our docu-
ment retrieval is applied to obtain the top 1000
documents. (submit run ID is TA-EN-JA-02-D)

PR300-N Using Narrative as a query, our document
retrieval is applied to obtain the top 300 docu-
ments. Then, our passage retrieval is applied to
rerank the result. (submit run ID is TA-EN-JA-
01-D)

DR300-N Using Narrative as a query, our document
retrieval is applied to obtain the top 300 docu-
ments.

PR1000-N UsingNarrative as a query, our document
retrieval is applied to obtain the top 1000 docu-
ments. Then, our passage retrieval is applied to
rerank the result.
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Table 1. The performances of the pro-
posed and reference CLQA systems with
respect to IR for QA task.

Method AP Q nDCG

DR1000-Q 0.0127 0.0155 0.0446
DR1000-N 0.0141 0.0155 0.0337
PR300-N 0.0115 0.0119 0.0268
DR300-N 0.0131 0.0134 0.0241
PR1000-N 0.0102 0.0118 0.0353

Table 2. The performances of each ques-
tion type in AP.

Method DEF BIO REL EVE

DR1000-Q 6.6e-05 0.0016 0.0220 0.0202
DR1000-N 1.9e-05 0.0017 0.0293 0.0176
PR300-N 3.1e-04 0.0021 0.0065 0.0318
DR300-N 9.5e-06 0.0005 0.0293 0.0150
PR1000-N 4.4e-04 0.0030 0.0046 0.0284

For TA-EN-JA-01-D and DR300-N, we used only
top 300 documents instead of 1000 documents because
of the time limitation.

3.4 Results

Table 1 shows the results of our system.
Firstly, we compared the results obtained by

DR1000-Q and DR1000-N. In terms of AP, Narra-
tive (N) is better than Question (N). But in terms of
nDCG, Question (Q) is better.
Secondly, we compared the results obtained by

PR300-N and DR300-N. The result of passage re-
trieval get worse in terms of AP and Q. But nDCG
result get better.
As a whole, our methods perform poorly for the

NTCIR-7 IR4QA data, while they performed better
for the past NTCIR-5 CLQA1 and NTCIR-6 CLQA2
data. it seems the difference on performance comes
from the difference on question types; the past CLQA
series targeted factoid questions, while the IR4QA tar-
gets nonfactoid questions.
Table 2 shows the results type by type. It shows

that the performance is worse on DEF (Definition) and
BIO (Biography) types, while better on REL (Rela-
tion) and EVE (Event). The DEF and BIO questions
tend to be short (Table 3) and to include only named
entities as the available key words to find the relevant
documents. Currently, our method cannot deploy the
unseen named entities by itself, as it only depends on

Table 3. The proportion and the average
length for each type of questions.

Type Number of Average Average
questions length(Q) length(N)

DEF 21 4.71 14.61
BIO 20 5.10 10.90
REL 29 12.58 23.55
EVE 28 12.17 24.50
TOTAL 98 9.07 18.90

the training parallel corpus to find their translations.
Therefore, it fails to find any keyword translations for
such questions. On the other hand as the REL, EVE
and factoid questions are longer and have much com-
mon keywords, our method works better on them.

4 Conclusion

In this paper, we applied the statistical machine
translation based passage retrieval to the NTCIR-7
IR4QA Task, which had been proposed at the last
NTCIR-6 CLQA subtask. The experimental evalua-
tion showed that the method was more effective for
the relation and event type questions, which were
longer and including relatively many common key-
words, than the definition and biography type ques-
tions, which were shorter and often including only
named entities.
Because our method cannot deploy the unseen

named entities by itself, it should be incorporate with
the method that handles the unseen named entities for
document retrieval, in future work.
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