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1. Introduction 

Strictly speaking, my paper is not concerned with problems of the theory 
of information in its classical form, I mean the form it has adopted in the 
works of C.E. Shannon, Ph. M. Woodward, L.L. Davies and others, which 
problem have also been studied by the Soviet mathematicians Kolmogorov, 
Khinchin, Kotelnikov and Siforov. 

The problem of machine translation of languages belongs, in my opi- 
nion, among certain specific problems, which until now have not been taken 
up by learned men working in the field of the theory of information,   but 
which, possibly, deserve to be taken up. 

Up to now, the theory of information has developed as a purely mathema- 
tical theory, applying the means of the calculus of probability to formalise the 
original material it has dealt with. Claude E. Shannon does not make any 
distinction between discrete sources of information and stochastic process 
(1, p. 00), thus ignoring all the individual qualities of the information given, 
preserving only its statistic characteristics. In speaking of telegraph 
messages, Shannon points out that these messages consist of letter sequences 
which are "not completely random" and which, "in general form sentences and 
have the statistical structure of, say, English". They go on to say that "this 
structure allows one to make a saving in time (or channel capacity) by properly 
encoding the message sequences into signal sequences" (l, p.00). 

The successful application of statistical methods in cryptography 
naturally led some investigators to the idea that a similar approach could be 
as promising in solving problems of automatic translating. Thus Weaver 
thought it most tempting to say that "a book written in Chinese is simply a 
book written in English, which was coded into the "Chinese code" (2, p. 22), 
and to translate from one language into another one needs "to descend from 
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each language to the common base of human communication-the real but as 
yet undiscovered universal language- and then re-emerge by whatever parti- 
cular route is convenient" to the other individual language (2, p. 23). This 
idea being developed, one very naturally comes to the necessity of analysing 
the logical structure of language as a means of solving the problem of auto- 
matic translation. Investigations in this field undertaken by O. Jespersen (4), 
Ch. C. Fries (3), and others seemed to be providing mathematicians with 
material highly promising. Should it be achieved, the problem of automatic 
translation would join as equal those profound problems united under the 
name of theory of information. Unfortunately, so it seems to me, we must 
refrain from this tempting road. The very nature of the problem of translation 
is such that individual features of the translated text cannot quite be ignored. 
This circumstance makes the direct application of the methods of the theory 
of information impossible, but it does afford certain other advantageous 
prospects. I believe here we are faced with a problem which, though sta- 
tistical in character, requires special methods of analysis, similar to the 
experimental methods used in the study of natural phenomena. I shall note 
that it is just the problems, at the borderline of two branches of science, 
that often prove to be most helpful in scientific research work. 

2. Some Peculiarities of Machine Translation. 

I should like to give a few examples to illustrate the necessity of consi- 
dering individual lexical peculiarities in translating. Investigation of lin- 
guistic structures can be of interest in many ways, but from the point of 
view of translation it aims, and here I am convinced, at secondary 
questions and, thus, leads away from the solution of our problem. The 
reason is that in taking to generalised structures, one can not but lose a 
number of peculiarities of the text which are of vital importance for the 
translation. Mathematically there does not exist a one-to-one correspondence 
between the sentence structures in different languages. Two English 
sentences of the same structure, when correctly translated into Russian 
may produce two Russian sentences of structures entirely different. 
(See Fig. 1). It is as easy to give sentences which are impossible to 
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translate correctly without knowing the context. In figure 2 a stanza from 
a poem by Swinburne is given. The pronoun "mine" in the last sentence of 
the stanza, can not be correctly translated into Russian without referring to 
the preceding sentence, while in the English text it presents no ambiguity. 
Some other examples are given by Charles Fries in his book, "The Structure 
of English". While analyzing possible meanings of the phrase, "The King of 
England' s empire" (3, p. 265) he comes to the conclusion that the structural 
grouping here is ambiguous. The meaning of the phrase can be determined 
only by some supplementary means (and Fries suggests intonation for one). 
Thus it becomes evident that in many cases, a structural analysis is useless, 
and other means must be utilized to determine the meaning. The authors of 
the structural methods in linguistics are well aware of the shortcomings of 
their system. Thus, Fries writes in the book just mentioned: 

"In this book I have challenged the traditional uses of meaning as the tool 
of analysis in dealing with sentence structure". 

" . . .  I have, not, however, repudiated "all uses of meaning" in 
linguistic analysis, and I have deliberately insisted that all substitution 
procedures demand for their use the control of certain aspects of meaning". 
(3, pp. 293-294). 

Our idea is that both lexical meaning and grammatical characteristics of 
the word can and should be considered in translating languages. It is highly 
unpractical to decline the information which can be thus obtained. We find in 
"Analytic Syntax" by Jespersen (4, p. 105) the following admission:  "However 
much we may try to speak of pure syntax as apart from morphology (accidence) 
considerations of form will necessarily force themselves on us here and there". 
Precisely for this reason, in analysing the structure, recourse must be made 
to quite complex systems of supplementary elements introduced into the 
structural systems which finally lead to the classical morphological analysis. 

The consideration of the lexical meaning of words as well as of their 
context may be useful in solving problems of coding. These problems are 
extremely important and I shall later return to them. Here I should only 
like to note that under certain conditions, great economy can be achieved in 
coding. There is a popular game for children in my country, which consists 
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in guessing a word, of which only three data are given: its first and its   last 
letters, and the number of letters between these two. The guesser is allowed 
a certain number of attempts for suggesting any letter he likes; if any of them 
belong to the word, they are entered in their place. To win the game one must 
guess the whole of the word. I wonder whether children play this game in your 
country, but in any case it is quite instructive in solving code problems. It 
proves that under certain conditions, very few attempts are needed to guess a 
word. And with lexical meaning of the word taken into consideration the eco- 
nomy in coding still increases; take crossword puzzles as an illustration. 
I should like to note that codes of this type can be easily used for a dictionary 
stored in the computer. As it seems, it would not take too long to get the 
computer accustomed to solving crossword puzzles. 

3. Machine Translation from English into Russian at the USSR 

Academy of Sciences. 

Having started work in machine translating, we very soon came to the 
conclusion that it should be organized on lines different from those described 
in the reports on American experiments. In our opinion, excessive contact 
between the translation programme and the dictionary ascription of the control 
codes directly to the words in the dictionary cannot but limit the possibilities 
of translation making the solution of the problem extremely complicated. 
Therefore, we made it our point to work out basic principles of machine 
translation before starting. Our five basic principles are the following: 

1. Maximum separation of the dictionary from the translation programme. 
This enables us easily to enlarge the dictionary without changing the programme. 

2. Division of the translation programme into two independent parts: 
analysis in the foreign language sentence, and synthesis of the corresponding 
Russian sentence. This enables us to utilize the same Russian synthesis 
programme in translation from any languages. 

3. Storing all the words in the dictionary in their basic form. This enables 
us to make use of the standard Russian grammar in the synthesis of Russian 
words. 

4. Storing in the dictionary a set of invariant grammatical characteristics 
of the word. 
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5. Determination of multiple meaning of the words from the context 
whereas their variant grammatical characteristics are defined by analyzing 
the grammatical structure of the sentence, 

These principles have proved quite reliable in the    practical test they 
were put to, and hence they must be considered as basic in the solution of 
the problem. 

I shall describe here our dictionary and translation programme worked 
out for machine translating from English into Russian. 

Our dictionary for machine translation consists of two sections. 
The first section contains English words, coded into digit combinations. 

Here we have also dictionary information of the corresponding Russian words, 
together with their number in the Russian Section of the dictionary. Thus, 
for nouns the following information is given: gender, declension, soft or hard 
stem, presence or absence of sibilants in the stem, animate or inanimate 
object expressed, etc. ; verbs are given information concerning conjugation, 
aspect, etc.; in the case of adjectives the only information given is soft or 
hard stem. We call this section of the dictionary the English Section. 

The other section does not contain anything but Russian words coded 
into digit combinations. The second section is called the Russian section of 
the  dictionary. Every English word in the dictionary is provided with a 
certain ordinal number, that is with a special place- in- the-vocabulary 
indication. This compilation came as a result of linguistic analysis of mathema- 
tical texts, starting with Milne's "Numerical Solution of Differential Equations". 
For the practical experiments in MT carried out on BESM (the USSR Academy 
of Sciences high-speed electronic computer) a dictionary of 952 English and 
1,073 Russian words was compiled. 

For a number of English words (121 words, in our case), the place-in-the 
-vocabulary indication is replaced by special digit indication to show 
that these words have multiple meaning. The proper Russian word is chosen 
in this case by utilizing a special programme of automatic translation, which 
we call "the Polysemantic Dictionary" 

If the spelling of the word in the text coincides exactly with that of a word in 
the dictionary (or rather their numerical codes coincide), it can easily be 
identified by the operation of matching. This is the principle used for 



finding words in the dictionary. 
In case the word in the text is inflected, i.e. has some grammar affix 

(say, "s", or, "ing", or, "ed"), a special programme for discarding these 
affixes is used. Then the search of the word with the discarded affix should 
be repeated. 

To determine multiple meaning context analysis is performed which 
consists in analysing the surrounding words when both their meaning and 
grammatical characteristics are taken into consideration. The routine for 
determining the multiple meaning of a word has emerged from elaborate 
analysis of a great number of English texts. 

It is the  Polysemantic Dictionary that deals with idioms. A "key word" 
is found in every   idiomatic     expression and marked in the dictionary 
"polysemantic". This brings about checking of the words preceding and 
following it for participating in the idiom. If the answer is "yes", the 
translation is given to the idiomatic expression as a whole. 

Take for instance, the English word "able" which is ordinarily translated 
into Russian as the adjective   "способный" (capable), but when linked with 
any form of the verb "to be" (is, are, was, were, been, being) it can no 
longer be translated separately, instead it affects the translation of the verb, 
and the two of them acquire as their Russian equivalent the verb "мочь" 
( can). Therefore, before giving the translation "способный" for the word 
"able", the preceding word should be checked up for "is", "are", etc. If 
the answer is "yes", the correct translation for the whole word combination 
is "мочь"   It should be noted that the system of the most simple and general 
criterions for determining the multiple meaning of a word (or a group of 
words) has required   a lot of preliminary research work on the part of our 
linguists. 

If a word in the English sentence is not found in the dictionary, it is 
stored unaltered in the memory of the machine. When the translated sentence 
is put out, such a word will be printed in Latin script. 

A study for the design of an automatic dictionary presents special interest. 
In our group it has been carried out by L. N. Korolyov. Here are some of his 
results. 
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For the speed of the entire translating process the time spent in 
dictionary search is decisive. Therefore, much attention must be given to 
questions of speeding up this part of the programme. One of the quickest 
ways of finding words proved to be the following. The codes of the English 
words in the dictionary are arranged in the increasing order. Thus, by 
comparing the code of the word sought with that of a word taken at random 
from the dictionary, we can easily see whether to go on with our search in 
the section preceding or following our word. The method of search just 
described resembles very much that of finding roots of an equation by the 
"supposed conditions" method. It is remarkable that only 14 check- ups are 
required (14= lg2 10,000) to find a word in a 10,000-word dictionary by this 
method, and in a 30,000-word dictionary, no more than 15 check-ups are 
necessary. 

Another problem that has been studied by L. N. Korolyov is that of saving 
the memory space required for storing the dictionary. The "code compressing" 
method has been worked out for the purpose. 

The operation of compressing the codes to value a makes any code . 
Let the codes be represented by some combinations of binary digits i. e., 
of certain combinations of 0 and 1. 

Here are a few examples of the operation , "compressing the code to  
value ”. 

1°. Discard the code positions, the ordinal number of which is greater 
than . 

2°. If the length of a code being compressed is  greater than , divide it 
into sections so that the lengths of each section be less than . 

This is followed by the binary arithmetic addition of the sections. Division 
into sections is correct when the   code for the sum of these sections   in 
length. 

3°. Here too, long codes are divided into sections but instead of binary 
arithmetic addition positional addition is used (1+1=0, 0+1=1, 1+0=1, 0+0=0) 
in order to obtain the compressed code. 

Codes for all the words in the dictionary are divided into several groups 
depending on the number of letters the word consists of. The operation of 
compressing   is performed for each of these codes. The words in the text 
undergo the same "code compressing" operation      before they are sought 
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in the dictionary. Thus matching is fulfilled for the "compressed code". 
Although the "code compressing" operation may result in having similar 
codes for two or more different words in the dictionary, the probability 
of the case has proved exceedingly small *). 

Should it happen, however the codes of these words as, indeed, of all 
the words of that group will be compressed in a different manner, say with a 
shift by one position. The corresponding group of words in the text will be 
treated in a similar way before being matched in the dictionary. 

The significance of this method lies not only in the fact that it provides 
considerable storage economy but in that it enables us to simplify the search 
routines as well as to speed up the whole translating procedure. 

The word being found in the dictionary, all the information concerning 
this word, including its place-in the vocabulary indications both in the 
English and in the Russian sections, and grammatical information as well, 
is taken from the dictionary to form the numerical equivalent of the word. 
All subsequent operations are performed with these numerical equivalents. 
Every numerical equivalent is stored in two cells of the memory, the 
grammatical indications having constant positions. Thus necessary informa- 
tion of the word can be acquired automatically. 

The value of the equivalents is not limited to the fact that they contain 
necessary information about words. The replacing of words by their nume- 
rical equivalents makes grammar part of the programme universal in 
application,   since it no longer    depends on concrete texts or dictionary. 

The automatic translation   programme concerned with grammar is 
divided into two main parts, these being Analysis and Synthesis. 

In the first part the form of the English words, their  place in the 
sentence, as well as their dictionary grammatical information are taken 

 

*) 
For a 210     - word dictionary, when the codes are compressed to 

30 binary positions by means of the operation  as described in   3°., 
this probability is about 0.0005. 
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into consideration with a view to determination of both grammatical form of 
the corresponding Russian words and their place in the Russian sentence. 
The resulting information is recorded in the numerical equivalent of the word, 
thus permitting to pass on to the second part of the programme, that is 
"Synthesis of the Russian sentence". Here, Russian words, taken from the 
dictionary in their basic form, acquire grammatical form in accordance with 
the characteristics resulting from the analysis. 

Both English and Russian Grammar is presented as a series of special 
schemes for the following parts of speech: verbs, nouns, adjectives, 
numerals. These are supplied with two more schemes, one dealing with 
syntactical analysis of the sentence, the other changing word-order in the 
Russian sentence if necessary. The working basis of each scheme is 
dichotomic analysis, i. e., a system of "checking up" for the presence or 
absence of a certain grammatical (morphological or syntactical) characte- 
ristics of the analysed word. These alternative check-ups may result in only 
two answers, either positive or negative, which mean either a final conclusion 
and development of a certain grammar indication in the numerical equivalent 
of the word, or passing on to the next check-up until the necessary grammati- 
cal characteristics  of the word is completed. 

Different parts of the programme are applied in a sequence which can 
ensure the development of the indications necessary to carry out further 
operations. 

Figures 3 and 4 present part of the schemes for the Polysemantic 
Dictionary and for the  English Noun. The following symbols are accepted in 
the schemes: A/B, C/ means passing on to No. В in the  case of the positive 
answer, whereas negative answer will result in passing on to No. C. Obviously 
A/B, B/ means passing on to No. В in both cases (that is without special 
checking-up) A/0,0/ means that the final result is acquired and no further 
search is necessary. In the Polysemantic Dictionary scheme both figures and 
letters are used as symbols, whereas in the other schemes only figures are 
utilized. 

S. N. Razumovsky has been studying the logical structure of the schemes 
and programmes for machine translation. He has developed a system of symbols 
to fix the contents of the schemes in a unifying manner. In Figure 5 the English 
Noun Analysis scheme is present in the symbolized form. The symbol system 
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of S. N.Razumovsky allows a unified recording of the formation processes, 
thus permitting an automatic compilation of the machine translation programme. 
Figure 6 presents part of the information used to automatically compile a pro- 
gramme of analysis for an English noun. 

The Russian Synthesis programme is fully independent of the foreign 
language Analysis. The form of the Russian word is determined by the 
grammar characteristics found in the  dictionary together with those developed 
in the English Analysis part of the programme. Hence, the Russian Synthesis 
part of the programme depends on Russian Section of the dictionary. Russian 
schemes may vary in form depending on the role relegated to the dictionary. 
It has been mentioned, that in our dictionary words are kept in their basic 
form, i. e.,  nominative singular for nouns, nominative singular masculine 
for adjectives,   infinitive for verbs, etc. The primary concern of the Russian 
Synthesis programme is to modify the endings of the dictionary words, with 
necessary provision for the interchange of vowels and consonants, when 
required. 

The main  difference between the Russian Synthesis programme and the 
Analysis programme (English Analysis in this case) lies in the fact that 
separate words and their characteristics in the former programme are 
considered with no reference whatsoever to the neighbouring words. 

Figure 7 presents part of the Russian Verb Synthesis scheme. 
In Figure 8 principle steps in the machine translating of an English 

sentence are given. The sentence: "The cause of this phenomenon will be 
considered in the following articles", goes to the operative memory in coded 
form, as a 146 digit number: 

2126080022162005080021140021261205002426 
0815288110815281500131227270006080022281505 
12300807083000121500212608001428272628 
13121510001607211222270805 

With every two digits coded   in the binary system. 
Then the sentence is broken up into words and the words are sought in 

the dictionary. 
For only five words of this sentence, we can find in the dictionary the 

corresponding Russian words, with its grammar characteristics attached. 
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These words are: 
1. phenomenon - явление      (noun, neutral gender, first declension, 

soft stem) 
2. consider - рассматривать         (verb, first conjugation, imperfect 

aspect, takes the accusative case) 
3. article     - статья         (noun, feminine gender, second declension, 

soft stem) 
4. will         -   is not translated (modal verb; predicate) 
5  be -   быть      (verb, first conjugation, perfect aspect) 

Note that the machine could find the words "consider" and "article" only 
after it had discarded the endings "s" in "articles" and "ed" in "considered" 

For the rest of the words the indication is given in the dictionary that they 
have multiple meaning, which means that a special analysis of the sentence is 
required in order to choose the correct meaning of the word. 

The English word "in", most often translated as the preposition "в", may 
be translated in certain word combinations in a different way, say, preposition 
"к" interest in ( интерес к )   or "с", or   "при "     and so on. In our 
sentence context analysis shows that "in" should be translated as preposition 

"в". 

All the dictionary information (the information taken from the Polysemantic 
Dictionary included) is recorded in the form of numerical equivalents of the 
words of the sentence. The Russian place-in-the-vocabulary indications of the 
equivalents furnish the following list of Russian words: 

причина                 этот явление быть                 рассматривать 

(cause)                   (this) (phenomenon)         (be)               (consider) 

в            cледовать          статья 

(in)        (follow)                (article) 

One can easily note that several words in the English sentence have not been 
translated into Russian (the, of, will), this being recorded as "omit"-indication 
in their     equivalents. 

The grammatical analysis programme supplements the originally received 
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from the dictionary equivalents by a series of characteristics required later 
for the Russian Synthesis programme. Thus, for the word "article", the 
English Analysis programme furnishes the following additional characteris- 
tics: plural (since the word in the text has the "s" ending), and prepositional 
case (since preposition "in" precedes the word). Together with characteris- 
tics obtained from the dictionary, programme characteristics furnish 
sufficient information for the Russian noun Synthesis programme to produce 
the correct ending of the word "статья"    (article). 

For the word "follow", the English Verb programme develops the 
following characteristics: present participle ("ing"  having been discarded), 
plural, prepositional case, (the two latter characteristics being inferred 
from the noun following our participle). 

Finally, the Russian Synthesis programme having been fulfilled, we get 
a Russian sentence, which is correct both semantically and grammatically. 
Here is the sentence:  

"Причина этого явления будет рассмотрена в следующих 
статьях". 

I should like to emphasize the fact that from the very input of the English 
sentence into machine, the entire translation process has been carried out 
automatically with no human intervention whatsoever. Enormous prelimi- 
nary research work is required of philologists to make the machine 
translate in the manner just described. In our group the linguistic research 
work has been carried out by I. K. Belskaya, our Philologist-in-Chief, 
while the mathematical part of research has been done by the mathematicians 
I. S. Mukhin, L. N. Korolyov, S. N. Razumovsky, G. P. Zelenkevich, and partly 
by N. P. Trifonov. 

In Figures 9 and 10 you can see sentences translated by machine from 
English into Russian. In Figures 11 and 12 a few illustrations are given of 
incorrect translations, with mistakes due to errors in the coding. The tapes 
shown in these photographs have actually been produced by the machine. 
4. Further Studies in the Field of MT 

Our opinion is that principally, the lines of which machine translation of 
languages should be organized, have been sufficiently developed by now and 
the time has come to consider the opportunities for practical work in this 
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field on a larger scale. With this view, we have started research work in 
automatic translation from German, Chinese, and Japanese into Russian. 
In Figure 13 part of the German noun scheme is shown, in Figure 14 you can 
see part of the Chinese numeral, and in figure 15 part of scheme analysing 
Japanese verbs. These are our recent achievements. 

When taking up machine translation from Chinese and Japanese we had our 
doubts as to the problem of input in these languages. We have come to the 
conclusion by now, that Chinese telegraph code (Figs. 16 and 17) may 
perfectly solve the problem. 

The group of linguists engaged in further studies in MT includes 
I.K. Belskaya, G. P. Zelenkevich, E. A. Khodzinskaya (German studies) 
A. A. Zvonov, V. A. Voronin (Chinese studies) and M. B. Yefimov (Japanese 
studies). 

We intend soon to take up the problem of multilingual machine translation 
with foreign languages both at the input and output, while Russian serves as 
interlanguage into which the input is first translated. The choice of Russian 
interlanguage in our case proves highly practical. It is worth noticing that the 
method we have suggested is of great help in solving the problem of 
multilingual MT. The diagram in Fig. 18 illustrates the translation of an English 
sentence E into the corresponding Russian R. Letter V stands for Vocabulary, 
letter A stands for Analysis part of the programme; ER stand for "English- 
into-Russian". Letter S stands for Synthesis programme. VA symbolizes that 
both Vocabulary and Analysis part of work is over. It is evident that when so 
much as VA is accomplished, we are fully provided with Russian equivalents, 
with all their grammatical characteristics attached. Thus we can easily pass 
on to, say, a Russian-French dictionary, and get the corresponding French 
equivalents with their necessary grammatical characteristics. Thus using 
only the French Synthesis programme we can obtain a French sentence 
automatically translated from English. 

We do not make any secret of our work, and last summer, when a group of 
American engineers were visiting our Institute, we mentioned our experiments 
in automatic translation carried out on BESM. We made a statement concerning 
our first achievements at the Conference on Computing Techniques in Moscow 
and at the two international conferences in London and Brussels. Certain 
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information on our first results was given in our first publications 
(5,6,7,8). Nevertheless, the French journal "TSF Phono-Ciné-Electricité" 
(1956, no. 730, p. 6) published not very long ago an article bearing the title 
"Pour percer le secret du cerveau electronique russe". I believe, it is clear 
from what was told above that we have no special "secret". We have found 
a method of solving the problem by combining mathematical approach with 
very concrete linguistic analysis, thus not going too far into formal 
methods of investigation. I shall conclude with a statement made by 
Jespersen, in his "Analytic Syntax" (4, pp. 13-14): 

"The symbols here introduced to some extent resemble the wonderful 
system of symbols which during the last few centuries has contributed so 
much to make mathematics (and in some degree logic) exact and more easy 
to manage than was possible with the unwieldy word-descriptions used 
formerly. My system aims at providing linguists with some of the same 
advantages. But it cannot pretend to the same degree of universality as 
either the chemical or mathematical symbols.   That is precluded simply 
because of the fact, which it is no use shirking, that language is everywhere 
socially conditioned    and there is no getting away from that". 
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