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1. Introduction

Strictly speaking, my paper is not concerned with problems of the theory
of information in its classical form, I mean the form it has adopted in the
works of C.E. Shannon, Ph. M. Woodward, L.L. Davies and others, which
problem have also been studied by the Soviet mathematicians Kolmogorov,
Khinchin, Kotelnikov and Siforov.

The problem of machine translation of languages belongs, in my opi-
nion, among certain specific problems, which until now have not been taken
up by learned men working in the field of the theory of information, but
which, possibly, deserve to be taken up.

Up to now, the theory of information has developed as a purely mathema-
tical theory, applying the means of the calculus of probability to formalise the
original material it has dealt with. Claude E. Shannon does not make any
distinction between discrete sources of information and stochastic process
(1, p. 00), thus ignoring all the individual qualities of the information given,
preserving only its statistic characteristics. In speaking of telegraph
messages, Shannon points out that these messages consist of letter sequences
which are "not completely random" and which, "in general form sentences and
have the statistical structure of, say, English". They go on to say that "this
structure allows one to make a saving in time (or channel capacity) by properly
encoding the message sequences into signal sequences" (1, p.00).

The successful application of statistical methods in cryptography
naturally led some investigators to the idea that a similar approach could be
as promising in solving problems of automatic translating. Thus Weaver
thought it most tempting to say that "a book written in Chinese is simply a
book written in English, which was coded into the "Chinese code" (2, p. 22),
and to translate from one language into another one needs "to descend from
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each language to the common base of human communication-the real but as
yet undiscovered universal language- and then re-emerge by whatever parti-
cular route is convenient" to the other individual language (2, p. 23). This
idea being developed, one very naturally comes to the necessity of analysing
the logical structure of language as a means of solving the problem of auto-
matic translation. Investigations in this field undertaken by O. Jespersen (4),
Ch. C. Fries (3), and others seemed to be providing mathematicians with
material highly promising. Should it be achieved, the problem of automatic
translation would join as equal those profound problems united under the
name of theory of information. Unfortunately, so it seems to me, we must
refrain from this tempting road. The very nature of the problem of translation
is such that individual features of the translated text cannot quite be ignored.
This circumstance makes the direct application of the methods of the theory
of information impossible, but it does afford certain other advantageous
prospects. I believe here we are faced with a problem which, though sta-
tistical in character, requires special methods of analysis, similar to the
experimental methods used in the study of natural phenomena. I shall note
that it is just the problems, at the borderline of two branches of science,

that often prove to be most helpful in scientific research work.

2. Some Peculiarities of Machine Translation.

I should like to give a few examples to illustrate the necessity of consi-
dering individual lexical peculiarities in translating. Investigation of lin-
guistic structures can be of interest in many ways, but from the point of
view of translation it aims, and here I am convinced, at secondary
questions and, thus, leads away from the solution of our problem. The
reason is that in taking to generalised structures, one can not but lose a
number of peculiarities of the text which are of vital importance for the
translation. Mathematically there does not exist a one-to-one correspondence
between the sentence structures in different languages. Two English
sentences of the same structure, when correctly translated into Russian
may produce two Russian sentences of structures entirely different.

(See Fig. 1). It is as easy to give sentences which are impossible to

-4 -



translate correctly without knowing the context. In figure 2 a stanza from

a poem by Swinburne is given. The pronoun "mine" in the last sentence of
the stanza, can not be correctly translated into Russian without referring to
the preceding sentence, while in the English text it presents no ambiguity.
Some other examples are given by Charles Fries in his book, "The Structure
of English". While analyzing possible meanings of the phrase, "The King of
England' s empire" (3, p. 265) he comes to the conclusion that the structural
grouping here is ambiguous. The meaning of the phrase can be determined
only by some supplementary means (and Fries suggests intonation for one).
Thus it becomes evident that in many cases, a structural analysis is useless,
and other means must be utilized to determine the meaning. The authors of
the structural methods in linguistics are well aware of the shortcomings of
their system. Thus, Fries writes in the book just mentioned:

"In this book I have challenged the traditional uses of meaning as the tool
of analysis in dealing with sentence structure".

"... I have, not, however, repudiated "all uses of meaning" in
linguistic analysis, and I have deliberately insisted that all substitution
procedures demand for their use the control of certain aspects of meaning".
(3, pp- 293-294).

Our idea is that both lexical meaning and grammatical characteristics of
the word can and should be considered in translating languages. It is highly
unpractical to decline the information which can be thus obtained. We find in
"Analytic Syntax" by Jespersen (4, p. 105) the following admission: "However
much we may try to speak of pure syntax as apart from morphology (accidence)
considerations of form will necessarily force themselves on us here and there".
Precisely for this reason, in analysing the structure, recourse must be made
to quite complex systems of supplementary elements introduced into the
structural systems which finally lead to the classical morphological analysis.

The consideration of the lexical meaning of words as well as of their
context may be useful in solving problems of coding. These problems are
extremely important and I shall later return to them. Here I should only
like to note that under certain conditions, great economy can be achieved in
coding. There is a popular game for children in my country, which consists



in guessing a word, of which only three data are given: its first and its last
letters, and the number of letters between these two. The guesser is allowed
a certain number of attempts for suggesting any letter he likes; if any of them
belong to the word, they are entered in their place. To win the game one must
guess the whole of the word. I wonder whether children play this game in your
country, but in any case it is quite instructive in solving code problems. It
proves that under certain conditions, very few attempts are needed to guess a
word. And with lexical meaning of the word taken into consideration the eco-
nomy in coding still increases; take crossword puzzles as an illustration.

I should like to note that codes of this type can be easily used for a dictionary
stored in the computer. As it seems, it would not take too long to get the
computer accustomed to solving crossword puzzles.

3. Machine Translation from English into Russian at the USSR

Academy of Sciences.

Having started work in machine translating, we very soon came to the
conclusion that it should be organized on lines different from those described
in the reports on American experiments. In our opinion, excessive contact
between the translation programme and the dictionary ascription of the control
codes directly to the words in the dictionary cannot but limit the possibilities
of translation making the solution of the problem extremely complicated.
Therefore, we made it our point to work out basic principles of machine
translation before starting. Our five basic principles are the following:

1. Maximum separation of the dictionary from the translation programme.
This enables us easily to enlarge the dictionary without changing the programme.

2. Division of the translation programme into two independent parts:
analysis in the foreign language sentence, and synthesis of the corresponding
Russian sentence. This enables us to utilize the same Russian synthesis
programme in translation from any languages.

3. Storing all the words in the dictionary in their basic form. This enables
us to make use of the standard Russian grammar in the synthesis of Russian
words.

4. Storing in the dictionary a set of invariant grammatical characteristics
of the word.



5. Determination of multiple meaning of the words from the context
whereas their variant grammatical characteristics are defined by analyzing
the grammatical structure of the sentence,

These principles have proved quite reliable in the practical test they
were put to, and hence they must be considered as basic in the solution of
the problem.

I shall describe here our dictionary and translation programme worked
out for machine translating from English into Russian.

Our dictionary for machine translation consists of two sections.

The first section contains English words, coded into digit combinations.
Here we have also dictionary information of the corresponding Russian words,
together with their number in the Russian Section of the dictionary. Thus,
for nouns the following information is given: gender, declension, soft or hard
stem, presence or absence of sibilants in the stem, animate or inanimate
object expressed, etc. ; verbs are given information concerning conjugation,
aspect, etc.; in the case of adjectives the only information given is soft or
hard stem. We call this section of the dictionary the English Section.

The other section does not contain anything but Russian words coded
into digit combinations. The second section is called the Russian section of
the dictionary. Every English word in the dictionary is provided with a
certain ordinal number, that is with a special place- in- the-vocabulary
indication. This compilation came as a result of linguistic analysis of mathema-
tical texts, starting with Milne's "Numerical Solution of Differential Equations".
For the practical experiments in MT carried out on BESM (the USSR Academy
of Sciences high-speed electronic computer) a dictionary of 952 English and
1,073 Russian words was compiled.

For a number of English words (121 words, in our case), the place-in-the
-vocabulary indication is replaced by special digit indication to show
that these words have multiple meaning. The proper Russian word is chosen
in this case by utilizing a special programme of automatic translation, which
we call "the Polysemantic Dictionary"

If the spelling of the word in the text coincides exactly with that of a word in
the dictionary (or rather their numerical codes coincide), it can easily be
identified by the operation of matching. This is the principle used for



finding words 1in the dictionary.

In case the word in the text is inflected, i.e. has some grammar affix
(say, "s", or, "ing", or, "ed"), a special programme for discarding these
affixes 1s used. Then the search of the word with the discarded affix should
be repeated.

To determine multiple meaning context analysis is performed which
consists in analysing the surrounding words when both their meaning and
grammatical characteristics are taken into consideration. The routine for
determining the multiple meaning of a word has emerged from elaborate
analysis of a great number of English texts.

It is the Polysemantic Dictionary that deals with idioms. A "key word"
1s found in every idiomatic  expression and marked in the dictionary
"polysemantic". This brings about checking of the words preceding and
following it for participating in the idiom. If the answer 1s "yes", the
translation 1s given to the idiomatic expression as a whole.

Take for instance, the English word "able" which is ordinarily translated
into Russian as the adjective "cmocoOnsrit" (capable), but when linked with
any form of the verb "to be" (is, are, was, were, been, being) it can no
longer be translated separately, instead it affects the translation of the verb,
and the two of them acquire as their Russian equivalent the verb "mous"

( can). Therefore, before giving the translation "croco6nsiit" for the word
"able", the preceding word should be checked up for "is", "are", etc. If
the answer is "yes", the correct translation for the whole word combination
1s "Moun" It should be noted that the system of the most simple and general
criterions for determining the multiple meaning of a word (or a group of
words) has required a lot of preliminary research work on the part of our
linguists.

If a word in the English sentence is not found in the dictionary, it is
stored unaltered in the memory of the machine. When the translated sentence
1s put out, such a word will be printed in Latin script.

A study for the design of an automatic dictionary presents special interest.
In our group it has been carried out by L. N. Korolyov. Here are some of his
results.



For the speed of the entire translating process the time spent in
dictionary search is decisive. Therefore, much attention must be given to
questions of speeding up this part of the programme. One of the quickest
ways of finding words proved to be the following. The codes of the English
words in the dictionary are arranged in the increasing order. Thus, by
comparing the code of the word sought with that of a word taken at random
from the dictionary, we can easily see whether to go on with our search in
the section preceding or following our word. The method of search just
described resembles very much that of finding roots of an equation by the
"supposed conditions" method. It is remarkable that only 14 check- ups are
required (14=1g, 10,000) to find a word in a 10,000-word dictionary by this
method, and in a 30,000-word dictionary, no more than 15 check-ups are
necessary.

Another problem that has been studied by L. N. Korolyov is that of saving
the memory space required for storing the dictionary. The "code compressing"
method has been worked out for the purpose.

The operation of compressing the codes to value a makes any code <a.
Let the codes be represented by some combinations of binary digits 1. e.,
of certain combinations of 0 and 1.

Here are a few examples of the operation Va, "compressing the code to
value a”.

1°. Discard the code positions, the ordinal number of which is greater
than a.

2°. If the length of a code being compressed is greater than a, divide it
into sections so that the lengths of each section be less than a.

This is followed by the binary arithmetic addition of the sections. Division
into sections is correct when the code for the sum of these sections <o in
length.

3°. Here too, long codes are divided into sections but instead of binary
arithmetic addition positional addition is used (1+1=0, 0+1=1, 1+0=1, 0+0=0)
in order to obtain the compressed code.

Codes for all the words in the dictionary are divided into several groups
depending on the number of letters the word consists of. The operation of
compressing Va is performed for each of these codes. The words in the text
undergo the same "code compressing" operation  Va before they are sought
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in the dictionary. Thus matching is fulfilled for the "compressed code".
Although the "code compressing" operation may result in having similar
codes for two or more different words in the dictionary, the probability
of the case has proved exceedingly small ~.

Should it happen, however the codes of these words as, indeed, of all
the words of that group will be compressed in a different manner, say with a
shift by one position. The corresponding group of words in the text will be
treated in a similar way before being matched in the dictionary.

The significance of this method lies not only in the fact that it provides
considerable storage economy but in that it enables us to simplify the search
routines as well as to speed up the whole translating procedure.

The word being found in the dictionary, all the information concerning
this word, including its place-in the vocabulary indications both in the
English and in the Russian sections, and grammatical information as well,
1s taken from the dictionary to form the numerical equivalent of the word.
All subsequent operations are performed with these numerical equivalents.
Every numerical equivalent is stored in two cells of the memory, the
grammatical indications having constant positions. Thus necessary informa-
tion of the word can be acquired automatically.

The value of the equivalents is not limited to the fact that they contain
necessary information about words. The replacing of words by their nume-
rical equivalents makes grammar part of the programme universal in
application, since it no longer depends on concrete texts or dictionary.

The automatic translation programme concerned with grammar is
divided into two main parts, these being Analysis and Synthesis.

In the first part the form of the English words, their place in the
sentence, as well as their dictionary grammatical information are taken

*)
~ Fora2' - word dictionary, when the codes are compressed to
30 binary positions by means of the operation Va as described in  3°.,

this probability is about 0.0005.
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into consideration with a view to determination of both grammatical form of
the corresponding Russian words and their place in the Russian sentence.
The resulting information is recorded in the numerical equivalent of the word,
thus permitting to pass on to the second part of the programme, that is
"Synthesis of the Russian sentence". Here, Russian words, taken from the
dictionary in their basic form, acquire grammatical form in accordance with
the characteristics resulting from the analysis.

Both English and Russian Grammar is presented as a series of special
schemes for the following parts of speech: verbs, nouns, adjectives,
numerals. These are supplied with two more schemes, one dealing with
syntactical analysis of the sentence, the other changing word-order in the
Russian sentence if necessary. The working basis of each scheme is
dichotomic analysis, 1. e., a system of "checking up" for the presence or
absence of a certain grammatical (morphological or syntactical) characte-
ristics of the analysed word. These alternative check-ups may result in only
two answers, either positive or negative, which mean either a final conclusion
and development of a certain grammar indication in the numerical equivalent
of the word, or passing on to the next check-up until the necessary grammati-
cal characteristics of the word is completed.

Different parts of the programme are applied in a sequence which can
ensure the development of the indications necessary to carry out further
operations.

Figures 3 and 4 present part of the schemes for the Polysemantic
Dictionary and for the English Noun. The following symbols are accepted in
the schemes: A/B, C/ means passing on to No. B in the case of the positive
answer, whereas negative answer will result in passing on to No. C. Obviously
A/B, B/ means passing on to No. B in both cases (that is without special
checking-up) A/0,0/ means that the final result is acquired and no further
search is necessary. In the Polysemantic Dictionary scheme both figures and
letters are used as symbols, whereas in the other schemes only figures are
utilized.

S. N. Razumovsky has been studying the logical structure of the schemes
and programmes for machine translation. He has developed a system of symbols
to fix the contents of the schemes in a unifying manner. In Figure 5 the English
Noun Analysis scheme is present in the symbolized form. The symbol system
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of S. N.Razumovsky allows a unified recording of the formation processes,
thus permitting an automatic compilation of the machine translation programme.
Figure 6 presents part of the information used to automatically compile a pro-
gramme of analysis for an English noun.
The Russian Synthesis programme is fully independent of the foreign
language Analysis. The form of the Russian word is determined by the
grammar characteristics found in the dictionary together with those developed
in the English Analysis part of the programme. Hence, the Russian Synthesis
part of the programme depends on Russian Section of the dictionary. Russian
schemes may vary in form depending on the role relegated to the dictionary.
It has been mentioned, that in our dictionary words are kept in their basic
form, i. e., nominative singular for nouns, nominative singular masculine
for adjectives, infinitive for verbs, etc. The primary concern of the Russian
Synthesis programme is to modify the endings of the dictionary words, with
necessary provision for the interchange of vowels and consonants, when
required.
The main difference between the Russian Synthesis programme and the
Analysis programme (English Analysis in this case) lies in the fact that
separate words and their characteristics in the former programme are
considered with no reference whatsoever to the neighbouring words.
Figure 7 presents part of the Russian Verb Synthesis scheme.
In Figure 8 principle steps in the machine translating of an English
sentence are given. The sentence: "The cause of this phenomenon will be
considered in the following articles", goes to the operative memory in coded
form, as a 146 digit number:
2126080022162005080021140021261205002426
0815288110815281500131227270006080022281505
12300807083000121500212608001428272628
13121510001607211222270805

With every two digits coded in the binary system.

Then the sentence is broken up into words and the words are sought in
the dictionary.

For only five words of this sentence, we can find in the dictionary the
corresponding Russian words, with its grammar characteristics attached.
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These words are:
1. phenomenon - sisnenue  (noun, neutral gender, first declension,

soft stem)
2. consider - paccMaTpuBaTh (verb, first conjugation, imperfect
aspect, takes the accusative case)
3. article - cTaThs (noun, feminine gender, second declension,
soft stem)
4. will - 1is not translated (modal verb; predicate)
5 be - OwiTh  (verb, first conjugation, perfect aspect)

Note that the machine could find the words "consider" and "article" only
after it had discarded the endings "s" in "articles" and "ed" in "considered"

For the rest of the words the indication is given in the dictionary that they
have multiple meaning, which means that a special analysis of the sentence is
required in order to choose the correct meaning of the word.

The English word "in", most often translated as the preposition "B", may
be translated in certain word combinations in a different way, say, preposition

meon

"k" interest in ( uaTEpec k ) or "c",or "mpu" and so on. In our
sentence context analysis shows that "in" should be translated as preposition

nn

B

All the dictionary information (the information taken from the Polysemantic
Dictionary included) is recorded in the form of numerical equivalents of the
words of the sentence. The Russian place-in-the-vocabulary indications of the
equivalents furnish the following list of Russian words:

pUIHHA 3TOT SIBIICHUE OBITH paccMaTpuBaTh
(cause) (this) (phenomenon)  (be) (consider)

B CIIEZIOBATh CTaThsI

(in) (follow) (article)

One can easily note that several words in the English sentence have not been
translated into Russian (the, of, will), this being recorded as "omit"-indication
in their  equivalents.

The grammatical analysis programme supplements the originally received
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from the dictionary equivalents by a series of characteristics required later
for the Russian Synthesis programme. Thus, for the word "article", the
English Analysis programme furnishes the following additional characteris-
tics: plural (since the word in the text has the "s" ending), and prepositional
case (since preposition "in" precedes the word). Together with characteris-
tics obtained from the dictionary, programme characteristics furnish
sufficient information for the Russian noun Synthesis programme to produce
the correct ending of the word "cratea" (article).

For the word "follow", the English Verb programme develops the
following characteristics: present participle ("ing" having been discarded),
plural, prepositional case, (the two latter characteristics being inferred
from the noun following our participle).

Finally, the Russian Synthesis programme having been fulfilled, we get
a Russian sentence, which is correct both semantically and grammatically.
Here is the sentence:

"IIppuuHa 3TOrO0 ABJIECHUA OyJIET PACCMOTPEHA B CICAYIOMNUX
cTaThax".

I should like to emphasize the fact that from the very input of the English
sentence into machine, the entire translation process has been carried out
automatically with no human intervention whatsoever. Enormous prelimi-
nary research work is required of philologists to make the machine
translate in the manner just described. In our group the linguistic research
work has been carried out by I. K. Belskaya, our Philologist-in-Chief,
while the mathematical part of research has been done by the mathematicians
I. S. Mukhin, L. N. Korolyov, S. N. Razumovsky, G. P. Zelenkevich, and partly
by N. P. Trifonov.

In Figures 9 and 10 you can see sentences translated by machine from
English into Russian. In Figures 11 and 12 a few illustrations are given of
incorrect translations, with mistakes due to errors in the coding. The tapes
shown in these photographs have actually been produced by the machine.

4. Further Studies in the Field of MT

Our opinion is that principally, the lines of which machine translation of
languages should be organized, have been sufficiently developed by now and
the time has come to consider the opportunities for practical work in this
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field on a larger scale. With this view, we have started research work in
automatic translation from German, Chinese, and Japanese into Russian.

In Figure 13 part of the German noun scheme is shown, in Figure 14 you can
see part of the Chinese numeral, and in figure 15 part of scheme analysing
Japanese verbs. These are our recent achievements.

When taking up machine translation from Chinese and Japanese we had our
doubts as to the problem of input in these languages. We have come to the
conclusion by now, that Chinese telegraph code (Figs. 16 and 17) may
perfectly solve the problem.

The group of linguists engaged in further studies in MT includes
[.K. Belskaya, G. P. Zelenkevich, E. A. Khodzinskaya (German studies)

A. A. Zvonov, V. A. Voronin (Chinese studies) and M. B. Yefimov (Japanese
studies).

We intend soon to take up the problem of multilingual machine translation
with foreign languages both at the input and output, while Russian serves as
interlanguage into which the input is first translated. The choice of Russian
interlanguage in our case proves highly practical. It is worth noticing that the
method we have suggested is of great help in solving the problem of
multilingual MT. The diagram in Fig. 18 illustrates the translation of an English
sentence E into the corresponding Russian R. Letter V stands for Vocabulary,
letter A stands for Analysis part of the programme; ER stand for "English-
into-Russian". Letter S stands for Synthesis programme. VA symbolizes that
both Vocabulary and Analysis part of work is over. It is evident that when so
much as VA is accomplished, we are fully provided with Russian equivalents,
with all their grammatical characteristics attached. Thus we can easily pass
on to, say, a Russian-French dictionary, and get the corresponding French
equivalents with their necessary grammatical characteristics. Thus using
only the French Synthesis programme we can obtain a French sentence
automatically translated from English.

We do not make any secret of our work, and last summer, when a group of
American engineers were visiting our Institute, we mentioned our experiments
in automatic translation carried out on BESM. We made a statement concerning
our first achievements at the Conference on Computing Techniques in Moscow
and at the two international conferences in London and Brussels. Certain
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information on our first results was given in our first publications
(5,6,7,8). Nevertheless, the French journal "TSF Phono-Ciné-Electricité"
(1956, no. 730, p. 6) published not very long ago an article bearing the title
"Pour percer le secret du cerveau electronique russe". I believe, it is clear
from what was told above that we have no special "secret". We have found
a method of solving the problem by combining mathematical approach with
very concrete linguistic analysis, thus not going too far into formal
methods of investigation. I shall conclude with a statement made by
Jespersen, in his "Analytic Syntax" (4, pp. 13-14):

"The symbols here introduced to some extent resemble the wonderful
system of symbols which during the last few centuries has contributed so
much to make mathematics (and in some degree logic) exact and more easy
to manage than was possible with the unwieldy word-descriptions used
formerly. My system aims at providing linguists with some of the same
advantages. But it cannot pretend to the same degree of universality as
either the chemical or mathematical symbols. That is precluded simply
because of the fact, which it is no use shirking, that language is everywhere
socially conditioned and there is no getting away from that".
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1(2,7)
2(3,5)
3(0,0)
5(6,13)

6(0,0)
7(8,13)
8(13,10)

10(0,0)
13(14,15)

14(0,21)
15(16,19)
16(17,17)
17(18,14)
18(0,0)
19(16,20)
20(14,14)
21(22,23)
22(0,0)

23(24,28,
24(28,25)
25(26,27)

26{0,0)
27(0,0)

28(18,29)

CYNECTSUTERLHOE {Aursumfickasd 4acTsh)

[IpOBeprTE AAHHOEe CJOBC HA US.
[IpOBepnTEp cIZeAyowlIee CHAOBO HA cYOEeCcTBHUTeABpHOE,
BHpagOTaTh NPU3IHAK JATEAbHOIO nagesa.

HpOfepHTb npeasaymee {HenOcpeACTBEHHO) CJXOBO
Ha let.

BHpPAGOTATH WMEHUTENBLHHA NAZEx.
IpoBepUTH RAHHCe CJAOBO Ha it.
Iposeputrs it
pOEAa.

B3aTe DOA OT Gangaiimero npeAlleCTByLmWEro nOAJEEa-
mero, '

HA HaJWyMe NPUIHAKA KAKOTO~-JNEO

[IpOBepKa Ha HaaWuve NpY3HAKE eAMHCTBEHHOI'O WUIM
MHOXEeCTBERHOIO 4ycaa.

[IpoBepka Ha HaAXIWYMe OPU3HAKE JRGOrc nazexa
[IpoBepka HA OKOHUYaHMe - S.

BupagoTka npM3Haxa MHOXECTBEHHOIO uucaa.
[ipoBepka npeaMEymero ciaopa Ha $OpMyrny 6e3 =,
BrpagoTKa npH3EaKa POANTEeALEOrO najexa.
llpoBepka npeasfzymero caosa Ha much (*).
BaupagfoTKa NpMsHaAKa eJUHCTBEHHOT'O YMcla.
[IpOBepHUTL NpemWAymee cAOBO Ha let.

BNpPa6OTKa NPU3IHAKA UMEHMTENBHOIO NAfexa ¥ nORJje-
ramero.

IlpOoBepHUTEs NpeXNZymee CAOBO HA MPU3HAK "COD3 OAHO-

poxusii" ,

[IpOBEPUTE HENOCPEACTBEHHO MNpefmecTRywIEe M cle-
ayomee (OTHOCHMTENBHO cOP3a OZHOPOAHOTO) cxOBO Ha
npuJjararensHoe.

TIpOBepPUTH BCe ¢JOBA Ha TO Xe CJORO, UTO U JAHHOE.
B3dTe maflex OT HaliZeHHOr® CYymLecTBMTEIBHOTO.

B3siTe namex OT Smuxalimero mnpeimecTBybmEro cymect-
BUTENBEOrO,

[ipoBepxa Ha OKOHYaHVe 'S,

Fig. 3
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]ﬂ (a,62)

a(n,c,)
8(0,0)

c (dd, e)
d (0,0)
e(0,0)

Lga(a,sé)

3(330}

B(OJO)
C&Le)

d(0, 0)

e(g, 1)
£(0, 0)

g(f, k)
1(0, 0)
i(h,})

j(0,0)
k{1, j)
10, 0)

|100k

posepuTr caenyomee cCJACBO (umn Gauxattunii canenmy-
pmpii mpemnor) Ha for (+).

VCKATE (ramaroxn, I cnpaxenue, HecoBepmenwusii
BUMI + BUHMTENBHHI Nafex).

MpoBepUTh CACAYPmMEE CIOBO (HenocpeICTBEHHO) Ha
upon.

CMO?PETB (rmaron, I cnpaxenue, uecopepmeunsit
BUL ) . '
PACCMATPVMBATE (razaroan, I CHpAXeHMEe, HeCOBEepIeH-
guif BMZ + BUHMTeAbHHI nmaZex). BeTaBuTh NOCJHde
sero {HenocpeacTrenHo) KAK (uactuua).

|many, much

MpoBepUTL NpeAnaymee caoBo (HemocpeacTBEHHO)
Ha how,

CKONBKO (uncauTenbHOE, HE CKJAOHAETCH ).

llpoBepuTe npeaHAymee caoso (HenocpeacTBeHHO)
HAa &8,

CTONBKO XE (uMcanTenvHoe craousgeTcd).
NpoBepnTk: AaHHOE cJXOBO Ha much,
He nepeBoantci (mapeuue).

MpOBEpUTH NpeIHAYHEEe CJIOBO {HENOCPEeACTBEHHO)
ga Very.

MHOTV#A (npuaaratelbHoe, TBepAas OCHOBA, C
AT M ) .

NpoBepuTh OpeIHAYEHEEe CHAOBO HA NPeAdor U CJenyb- .
mle€ Ha CymecTBMTeJbHOE.

MHOI'O (mapeuue).
[IpOBEPUTL cJAEAYHIlEe CJOBO HA CyNeCTBUTENBHOE.

MHOT'O (uncauTenpHOE, CKJIOHAETCH).

Fig, 4
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{0* [x=0;0]

) {ct[rc+1] (@ =1) 1;((1.,,,“:1\[@0.,,(")3;0(}
Ii {(as,u = Nys) 9;7}

lo {(ayuee=1)3;5]

3 '[gi’m=3;0]

5 {(@ k1= Nier) 6313
l6 [6,,.=1;0]

7 {(@2=Ni)8; 12

8 {(aew=0)10;0}

10 [[i-- k] o[i-1] {(CLA =) ;OL} B [‘%,x‘ aG,l]}

Fig, 5
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115(116,120)

116(117,118)
117(0,0)
118(0,0)

119(115,115;

120(0,0)
122(123,124)
123(0,0)

124(125,126)
125(0,0}

126(0,0)
128(129,130)
129(157,157)

130(131,132)

131{(157,157)

132(133,134)

133(157,157)

134(135,136)

135(157,157)

136(137,138)

137(157,157)

TIpOBepKa HA HAJAYME NPU3IHAKA 'MHOXECTBeHHOE
quecyo” .

NpoBepka Ha HaxMyue npuakHaxka "1 aumuo",
IogasuTyr OKOHYAHHe -EM,

JOGaRrnTr OKORYAHWE -YT,.

BasTes AARHOe CJOBO 6e3 WIMeHeHRWd M3 caoBap4d,
HO nepex HXM NOCTARUTL APYyroe ciuopd: BYL - ¢
OKOHYAHMeM, HAUZeHHHM NO cxeme.

loGaeurs (x BYI~) oxoHuauve -ET.
popepxa HA caeRO WCIIPABATL.

OTGPOCHTE TPKU NOCHeAHVE GCYKBH U BMECTQ HHUX
IOGABUTL K OcTraBmefics wacTh -LTE.

liposepxa Ha caoBO [TOKASHBATL.

016pocuTs nocreNHUNEe mMecT:r OYKB, 3aTes K
ocTapmeiied ‘yacTU ACGABHTHL OKOHYaHMe - XUTE.

JoGapUTh K OcTaBmelicd YaCTH CAOBA OKXOHYAHME
- MTEO

TipOmepxa Ha caorQ BHYACIATLH.

Nepeson: BNYACIATEILHEM. BupaGorka npu3HaKa
"rteepsas ocrosa',

Iposepra Ha cxO0BC WUTTU.

TlepeBOf: NPOUCXONAMAA. BupPasOTKA NDHIHAKCB
"MAPKAS OCHOBA ¢ munsmmMm".

[IlpOBEpKa HA CAOBO NPEMIECTBOBATE .

Mepesox: NPEINAYIMA. BHpagoTKa NpU3HAKOS
"MArKAs OCHOBA ¢ mHmsumM” .

lIpopepka HA caoso YIVBUTEL.

lleperoz: YIVBUTENLHEIA. BHpagOTKa NpU3HAKA
"rpepmag OcHOBA". '

[IpoBepKa Ha caonoIOTnMQATBCﬂ.

Meperon: "pasanuumit". BHpaGOTK2 NPHIHAKE
"rsepmas ocHOBA",

Fig.7
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310 OLiNO OCHOBAHO HA
ZAOPOroM SKCNepHMEHTe, Po-
BefleHHOM MHOA H JOKTO-
pom R. H. Richens, or Kan-
GpRAXKCKOrO  YHHBEpCHTe-
Ta, B KOTOPDOM MH pas-
paGorann MeroA MNepepoaa
MaabiXx OTPLHIBKOB BHIGpaH-
HOMO TEeKCTa Ha HHOCTpaH-
Hhle s3bKdH, Mu ganu or
yer 0 ITOM HAa KOHOQepeH-

udiH B Massachusetts B
1952, nocre  KoTOpoOroO
I.BM. xomnauus B cCoO-

TpyAHuuectse ¢ Jxopax-
TAYHCKHM  YHHBEPCHTeTOM
NPHMEHHAH HaUIH MeTOAb!
yrofW AATh  HArAAAHYIO
AeMOHCTpauHIo, KoTopas Ou-
Ja OrpaHHueHa nepeBOAOM
HeCKOVIBKHX  NpPeAJOXKEeHHHA
C PpYCCKOro Ha AaHIMAHA-
ckufl. He nMeerca BO3MOX-
HOCTH B Hacrosfilliee BpeMA
nepeBoAa KHHTH KaK npo-
H3BeACHHA HCKYCCTBA.

This was based on an ex-
gcnsive experiment done

myself and Dr.R.H.Ri-

ens, of Cambridge Uni-
versity, in which we wor-
ked out a method of trans-
lating small sections of
selected text in foreign
languages. We gave an
account of this at a con-
ference in Massachusetts
in 1952, after which the
International Business Ma-
chines Company, in con-
{tjmction with Georgetown
niversity, applied our
methods to give a popu-
lar demonstration which
was limited to translating
a few sentences form Rus-
sian into English. There
is no possibility at pre-
sent of translating a book
as a work of art.

Fig. 9
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HEMEUKWA A3HK
5(6,11)

6(0,0)

7(38,19)
11(12,13)
12(38,20)
13(14,15)
14(6,18)
15(26,27)
16{17,17)
17(6,38)
18(6,38)

19{6,21)

20(0,0)

CYTECTBATENBHOE
NpoBepuTs NpeAmECTBYLNee CIOBO Ha HeonpereleH-
HEM apTHUKIL.
BHpaGoTaTh NpPM3HAK "eAMHCTBEHHOE yncao".

[lpoBepUTh HAHHDE CYMECTBUTENbHOE HA IPHBHAK
"mecTouMenuoe" .

[IpoBepUTE HA HAJANYHME UUCHUTEIBHOIQ Nepenr ODaH-
HHM CYONECTBHUTEJILHEM.

lpoBepuTs HaliZeHHOe uucIuTenbHoe na 2wei, drei,
vier, beide.

NpoBepuTr HA HAJUYME Nepeld AAHHHM CJIOBOM ONpe-
DeNeHHOrO apTUKIA.

JlpoBepuTL Haftmenuwdt apTuxab na das, des, dem.
[lpoBEpPUTH NpeXlec TBYOUmEe CYMECTBUTEIbHOE HA
npuseakn "mecroumennoe" U CKIoHAETCH, KAK UpPU-

JaraTeJbpHoe.

lanrHeiimar OpOBEeDKa OZWHAKOBO pachmpocTpaHaeTcd
Ha ofa CcymecTBMATEJBHHE: JaHHOe M HallmeHHOoe.

NpoBepUTh Ha oxoHvanue (e)m wumm (e)s y
mangoro (mayu HaftlZeHHOr©) cymecTBUTENBLHOIOC.

MpoBepiTh Hame CYMECTBUTEILHOE HA OKOHUAHME €
v safineuunfi apruras ma der.

[IPOBEPUTE HA REAUUMEe Tlepel AAHHHM CYHECTBU -
TeJbHHM OZHOT'O M3 CIOB: ein, am, im, bein, vom,
aufs, durchs, fiirs.

BHpPaGOTATE NPH3RAK "MHOXeCTBEeHHOE 4Yucao".

Fig. 13
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KUTARCKHI ALK

28(24,25)

24(0,0)

25( 26,33)

26(27,29)

27(28,30)

28(0,0)
29(0,0)

30(28,31)

31(28,32).

YUCIUTEILDHOE

{lposepurs nanHoe UNCANTeXbHOE HA HafUw

qKe nepex HuM PopMmaHTa /g

[lepeBOANTCA MOPAAKOBHM UMCAMTERBHIM KO
:ggge anafusupyeTcs 0O cxeMe “mnpurarareib-
L]

flpoBepiTh JaHHO® HUCAMTRXBHOR HA HANHYNE
mocRe Hero cyppuxcoB 6AMHEYHOCTH:

{@(4'), f,jﬂ(ﬁ" ),ﬁ, g—;ﬁ; %Jﬁf
LU E Y TR %)
R, G 25,56 78,% K,

B g B B, 0% 4,

?poae UTh JaHHOe UHCAMTEeABbHOE Ha —
ORUN) .

OposepeTh ape ee.cgoao~ﬂa:yxaaamenb-
Hoe MecromMeHme: R (¥ ) PIP.
N omnpefleAuTeNbROE NeCTOUMEHEHUe 5 . .
QucaurensHoe — (opmme) we nepepomurca?
{lepeBOSMTCA KOANYECTBEHHHM HACHHUTENbHUM,
ROTODO® AMANHB8UPYeTCH [0 cXeMe "cymecT-
BHTElNbHOE ",

flposepuTh npefbiynee cloBo Ha MpUTARATEND:
HOe MecTouMeHue

Bk Rép, R iFep, to, /69 tuéy,
W96y, 30, 409 06, fuimey . OF,
Sitlen frep Fileden, K, 1E.69, 0@ o0lF],
by G PTew , UEY, M

MposepuTh NpefHRyWee CJORO HZ NpUaHaAK
npraaraTeabHoe.

Fig. 14



AOOHCKUMA AWK

11(12,13)

12(24,24)

13(14,15)

14( 25,25)

15(186,17)

16(24,24)

17(18,19)

18(25,25)

19(20,21)

20(24,24)

21(22,23)

22(25,25)

2Z(24,24)

rdaAaroid

poBepUTbL KAHHWA FIArON HA HaNUUUE OROHUAHMRA
WAL Am AL wm hAK W
AR MM HAD WM ANHAKL  wm
VHA D vIu J(p

BHpAsOTATL OPUAHAKM CTDATATeJbHOI'C aaiora

M UODABUTEABHOIO HAKNOHNEHHA M MepPeiiTH M
onpenien<2HMO BpeMend MO cxeMe,

Hﬁ.ﬁnepmb HaHMuft Maarosl #& HaRUMUME OXOHYA-
H

'K (-) unu RA(~) wan HA (-) WK
WA A=) uae { A (=) WM ~HR (-) KMy
VAHA (=) URR A (~)

BupadoraTh NpuUsHAKKM CTpanaTelbHOro aalora

H fIDOM3BECTH JaNbHERUyl {1POBEPKY.

[lpopepuTe KanHNA IAArOA HA HalnNuWe ORCHURHKR
a2 wy M h wiu @&k wmZi

BeraBurh raargn MOYb, BuwpadoTaTh NPUBHAKHK

neouge,neneauon dopMn RIS Hamero riaroua H

nepeRTH K OMpsReNeHHMD BPEeMEHH MO CXEMe,

[[poBepUTh RaHHHRA PIArod Ha HAIMUUE OKOHUAHWUK
Q)Y nau W (-) uan L O (=) nan % (=),

Berasyth raarod MOYb, BupasoTaTh UpUsHAKK

HHOUHUTUBE JAA Hallero MIArofa K OpOUSBECTH

JallbHe Ruyn MPOBEPKY. .

poBepUTk RaHHHR riaarod Ha Haguude OKOHUAHWN
&h wmdLH . |

Beraputh raaroa AATb, BupadoTaTh NpuUsHaRW

HBPUHUTURA AR Hauero riaaroja ¥ fepeiTH
K onperenexmo BPEMEHH N0 CXeEMe.

[lpoBepUTh NHHHA TJIarch Ha HAJNWYMe OKOHUYaHWR
R~ () .

Beraeure raaroi JATh, BwpadoTaTh NPHSHAaKK
KHQUHUTUBA A Hallero riaarolia U MpOU3IBecTH
AalbHeiwyn NPOBEPKY.

BupagoraTh NpPUSHAKA NefiCTBUTENIBHOI'O salora
¥3bABUTEJIBHOPO HARJIOHeHUS U NepeliTH K onpe- .
JelleHyp BPEMEHM OO cXeMe,

Fig.15
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JTX

6603
£

JT2

6604 | 6605

JUA[JUB

6606

JUC

6607

JUD

6609

JUF

JUH

6613
3K

JUJd

6614|6615

JUK[JUL

6616

JUM

6617

JUN

6619

Jup

6621

JUR

6623

JUT

6624(6625

JUuulJuy

6626

JUW

6627

JUX

6629

Jui

8631

JvB

6633

JvD

6634|6635

JYE|JVF

6636

JVG

6637

JVH

6639

JvJ

6641

JvL

6643

JVN

664416645

JVOldVvP

6646

JVvaQ

6647

JVR

6649

JVT

8651

JVy

6653

JVvX

665416655

JVvYliv2

6656
%

JWA

6657

JWB

6659

JWD

6661

JWF

6663

JWH

6664|6665

JWIIW)

6666

6667

JWL

6669

JWN

16671

JWP

6673

JWR

66746875

JWS|JWT

6676

6677

JWV

6679

JWX

6681

JWZ

6683

JXB

6684 | 6685

JXCIJXD

6687

JXF

6689

JXH

>t

6691

JXJ

6693

JXL

6694 | G695

JXM{JXN

6697

6699

Fig.16
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