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Abstract : ETOC (Easy TO Consult) is a translation aid that provides a useful capability for flexible

retrieval of texts from a bi-lingual dictionary or a translation database accumulated by the user or other

users. The retrieval mechanism is based on syntax-matching driven by generalization rules. A practical

response time is made possible by restricting the retrieval space, using a new data structure called a

quick-look-up table. This method has the following advantages: (1) the user can input an appropriate text

as a key, without using any special formal language, and (2) it is easy to produce domain-oriented systems

by collecting pairs of typical source sentences and target translations that are specific to a particular domain,

e.g., business letters or technical writing.
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1. Introduction

There are two types of translation that involve the use of computers: machine translation and translation
aid [kay82,melby87]. In the former, the computer is the agent of translation, while the human is the
assistant who answers questions from the computer or edits his machine's translation results. Most research
and development has been devoted to this type. In the latter, the user is responsible for translation, while
the computer provides him or her with the necessary tools, e.g., a quick-retrieval electronic dictionary or
an easy-to-use word-processor. Although the effects of the second type of translation have been broadly
identified, there has been little research on what kinds of function are necessary. While research on
electronic dictionaries is thriving in the computational linguistic community [wachowicz86,walker87,
chodorow85,tsurumaru86,nakamura87,jensen88], retrieval from conventional electronic dictionaries, as from
printed dictionaries, is restricted, because it is done by matching a key word against entry words. In the
next section, we argue that it is very useful to have the capacity for flexible retrieval of texts from a
bi-lingual dictionary or from a translation database accumulated by the user or other users. For this
purpose, we propose a new retrieval mechanism, based on syntax-matching driven by generalization rules.
The outline is as follows:

1. Input any text, including not only individual words but also phrases, and sentences, as a key.
2. Match the key against all texts in the dictionary.
3. If any of them match, then the retrieval stops.  Otherwise, the key is generalized according to the

generalization rules, and is tested again. In this way, the system finds the entries that are syntactically
close to the key.

We developed an experimental system called ETOC (Easy TO Consult), using a Japanese-English
dictionary (jese82], in order to confirm the effectiveness of the above-mentioned mechanism. In this paper,
we will explain the system's configuration, generalization, quick-look-up table, user interface, and retrieval
examples.

2. Translation Aid and Flexible Text Retrieval

Translation aid will make good progress if users can consult their machines about not only words, but
also more complex texts - e.g., idioms, special expressions, and sentences - when they encounter a
expression whose target equivalent they do not know, or for which they cannot select an appropriate
equivalent from many candidates. Figure 1 illustrates the proposed interaction between users and machines:
a user retrieves source texts that are close to the key, along with their translations; he or she can examine
the retrieved pairs of Japanese and English text, select the most appropriate one, copy and edit it, and
finally obtain the desired translation without difficulty. In this way, the key sentence, A, is searched and
results 1, 2, and 3 are returned by the machine. Their Japanese parts resemble the original key sentence.
Their English parts show three ways of translation: "VERB well", "BE a great VERB + er", and "BE good
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at VERB + ing". The user selects the second one, and finally  produces C, which is a good translation of
the key   sentence.

Retrieval from conventional electronic dictionaries is done by matching the key word against entry
words, and thus it is difficult to consult a text which includes more than two words. In the pattern
"not only A but also B" there are four candidate key words: "not", "only", "but", and "also". The actual
entry is selected according to some arbitrary criterion, e.g., "not" may be selected because it is the beginning
of the pattern, or "only" because it is the head. For people who do not know the criterion or do not
remember the whole pattern, it is therefore difficult to retrieve this kind of text.
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In order to overcome this drawback, we propose the above-mentioned retrieval method, which matches
texts while generalizing the key according to rules. Using the example in Figure 1, we will explain our
method step by step.

1. The key and entries (A, 1, 2, 3) are sentences.
2. First, the key is matched against all entries.
3. The above fails, because there is no exact match between the key and entries.   Next the key is

generalized according to the rules mentioned in a later section and tested again. After several trials,
we get the skeleton of the key sentence, B, and matched entries 1, 2, and 3 with the same skeleton.

• The user can consult the dictionary freely from various viewpoints, without conforming to the keys
that were given when the dictionary was constructed.

• The user has only to input an appropriate text as a key, and can do so without using any special
formal language, e.g., regular expressions, a database query language such as SQL (Structured Query
Language), or a programming language. Thus the user is not required to be a expert in linguistics or
computer science.

• The effectiveness depends on the quality and size of the dictionary. The better the dictionary, the more
effective the system.
- It is easy to produce domain-oriented systems by collecting pairs of typical source sentences and target

translations that are specific to a particular domain, e.g., business letters or technical writing.
- It is easy to build multi-language systems by expanding the current dictionary to include corresponding

translations in every language.
• In contrast to machine translation, the translation aid system ETOC can deal with unrestricted and

natural language, because the lexical level analysis is relatively accomplished and robust, because the
system is interactive, and because the user is assumed to be cooperative and intelligent.

3. Configuration

The configuration of ETOC is presented in Figure 2. Our system has three data items - (1) a key, (2)
a dictionary, and (3) generalization rules - and three modules - (4) an analyzer, (5) a retriever, and (6) a
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generalizer. In this paper, we deal with the analyzer and generalizer. The objective of the analyzer is to
structure both the key and entry at the same level. The generalizer and its rules must accommodate this
level. Several levels may be distinguished; for example, the lexical and syntactical levels. The deeper the
analysis level, the more precise the result and the higher the cost. Because Japanese has no explicit
delimiters (blanks) between words, lexical analysis (i.e., segmenting a text into words and assigning a part
of speech to each word) is necessary for almost every kind of Japanese processing. In this experimental
system, we used a lexical analyzer at our site [maruyama88], and found it to be useful and practical.
Because the system is interactive, we can ignore a certain level of noise in the retrieved result, as shown
in the section on retrieval examples.

4. Generalization
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When the key does not match any entry in the dictionary, it is generalized. In accordance with the order
of rules listed below, the system determines whether each condition is important or not, and then deletes
or relaxes the less important ones. Briefly speaking, the system ignores the particular features of each
text, represented by the content words, and generalizes the key to the skeleton of the sentence and the
pattern of modality; in other words, it produces a sequence of function words. To date, the following
rules have beer adopted:

1. If the order of case elements is not normalized, then normalize it (because in simple Japanese sentences
the order of case elements is freely changeable).

2. if there is a pronoun, then replace it with an arbitrary noun (because the replaceability of pronouns
is considered high).

3. If a phrase has a modifier in it, then delete the modifier.
4. If there is a noun, then replace it with an arbitrary one.
5. If there is a verb or adjective, then replace it one with an arbitrary one.

7.   If there is a case element, delete it (because in Japanese not only free case elements but also so-called
obligatory ones can be omitted).

Rules 1, 6, and 7 are peculiar to Japanese, while the others are general. These rules are applied sequentially.
We assume that they conform to the way in which people want to retrieve text. Of course, when a user
wants to retrieve a single word, that word is absolutely important. But when he or she wants to retrieve
a larger text, not all the words are important. If it is impossible to obtain a exact match for the whole
text, the user may ignore content words instead of function words.

5. Quick-Look-Up Table

No-one wants to use a slow dictionary retrieval system. In order to speed up the response, we introduced
a data structure called a quick-look-up table. The idea is depicted in Figure 3. Each word in a set of
dictionary entries is registered in the table, along with the numbers of the entries in which it appears in
the table. This table is built at the same time as the system is constructed, and is updated each time a
new record is added. It is utilized to restrict the retrieval space. If a key consists of two words, the retrieval
space is reduced to the size of their intersection. The more words the key text has, the smaller the retrieval
space becomes.
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6. User Interface

ETOC provides two interfaces for input. It allows the user (1) to type a key text from the command
line, or (2) to move the cursor to the text he or she wants to consult, and to pass the selected line to the
system by hitting a special key.
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7. Retrieval Examples

We will show here ETOC retrievals with the following characteristic features: long-distance dependency,
idioms, the ellipsis symbol, aspect and finally a rather problematic one, semantic ambiguity. In following
examples, the line beginning with *= = = = = = = = = = * shows the input to ETOC, the second line shows the
number of entries found in the dictionary and the generalized key used for matching and the following
lines show retrieved pairs of Japanese sentences, whose keys are marked with thick square brackets, and
their English translations.
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8. Conclusion

We have proposed flexible text retrieval, based on syntax matching, as a mechanical aid to human
translation. In this method, the key text and entry texts are analyzed, and the key is generalized in
accordance with rules until it matches one or more entries. We have shown the feasibility of the method
by implementing a system for Japanese-to-English translation.

Future tasks include:
• Implementing a reverse direction system, using an English lexical analyzer.
• Collecting multi-lingual and multi-domain data, developing accurate and usable generalization rule sets

for each data, and evaluating them.
• Developing a system based on deeper analysis.
• Utilizing this retrieval mechanism for language education tools.
• Devising a rule acquisition method, from session-logs of ETOC, based on techniques of learning from

examples.
• Enhancing this mechanism in order to  generate  target sentences automatically,  as suggested  by

Nagao[nagao84).

11



Acknowledgement

The authors wish to thank Mr. Michael J. McDonald for reading and criticizing the numerous successive
versions of this paper.  It is also appropriate to thank Asahi Press for the use of their valuable dictionary.

Bibliography

[chodorow88]    Chodorow M.S., Byrd R.J., and Heidorn G.E., "Extracting semantic hierarchies from a
large online dictionary", Proceedings of the 23rd Annual Meeting of the ACL, pp.299-304, 1985.

[jensen88]   Jensen K. and Binot J., "Dictionary text entries as a source of knowledge for syntactic and
other disambiguations", Proceedings of the Second Conference on Applied Natural Language
Processing, ACL, Austin, pp.152-159, 1988.

|kay82]   Kay M., "Machine translation", AJCL, vol.8, no.2, pp.74-78, 1982.
[jese82|   Keene D. and Hatori H., Japanese-English Sentence Equivalents, pp.869, Asahi Press, 1982.
[maruyama88]   Maruyama N., Morohashi M., Umeda S., and Sumita E., "A Japanese sentence analyzer",

IBM Journal of Research and Development, (in press), 1988.
[melby87]   Melby A., "On human-machine interaction in translation", Machine  Translation, pp. 145-154,

1987.
[nagao84] Nagao M., "A framework of a mechanical translation between Japanese and English by analogy

principle", Artificial and Human Intelligence (A. Elithorn and R. Baneriji. Ed.), pp.173-180, 1984.

[nakamura87]  Nakamura J., Sakai K., and Nagao M., "Automatic analysis of semantical relation between
English nouns by an ordinary English dictionary", IECE WG preprint of NLC86-23, pp. 17-24,
1987 (in Japanese).

[tsurumaru86] Tsurumaru H., Hitaka T., and Yoshida S., "An attempt to automatic thesaurus construction
from an ordinary Japanese dictionary", Proceedings of COLING 86, pp.445-447, 1986.

[wachowicz86]  Wachowicz K., "On intelligent dictionaries", CaT, vol.1, no.4, pp:225-233, 1986.
[walker87]   Walker D., "Knowledge resource tools for accessing large text files", Machine Translation,

pp.247-261, 1987.

12


