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• R&D of EBMT
– Japanese-Chinese Machine Translation 

System
– Application
– Linguistic resources

• Medical Examination Support System
• Translation of Aviation Manuals
• Asia-Pacific Association of Machine 

Translation （AAMT)



R&D of Japanese-Chinese 
Machine Translation System

• Five year national project from 2006 FY.
– Budget: 2 million US$ per year.

• Our objectives are;
Making scientific and technological information 
in China and Japan easily usable in both 
countries. 

• Translation engines will be based on example- 
based machine translation.

• Syntactic information will be used in many parts 
of the translation engines.



Dictionaries
(Providing glosses for specialist terminology

and general vocabulary, case frames,
semantic systems)
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engine
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Example-based translation
with deep consideration to

syntactic structure
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Expansion of Linguistic 
resources
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technical papers

Scientific and 
technical papers

Delivering a practical machine translation 
system within a new framework
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Example-based translation with deep 
consideration to syntactic structure

入力依存構造木
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用例データベース
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Mission Statement
• Goal for the 3rd year

– Evaluate the Japanese-Chinese machine 
translation prototype system for specific target 
domains.

• Goal for the 5th year
– Improve the Chinese analysis performance, 

and complete demonstration experiments on 
the Japanese-Chinese and Chinese- 
Japanese machine translation prototype 
system



Performance
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Resources and Analyzers
• Parallel corpus

– 1 million sentence pairs
• Dictionary

– Technical term dictionary
– EDR Japanese-Chinese dictionary

• Chinese analyzer
– Combination of methods
– Use of huge raw corpus
– Morphological analysis: 94%
– Syntactic analysis: 89%



Application

• Games of the XXIX Olympiad Beijing 2008
– Fluency, Adequacy: more than 60%
– Speed

• Thailand-Japan distance education
– Thailand

• Thai Computational Linguistics Laboratory of NICT
• High school in Mae Hong Son in Thailand

– Japan
• Keihanna Laboratories, Kyoto
• High school in Uji, Kyoto



Web
（SOHO）

Mobile Phone
（China Mobile） Multilingual 

Guide via
Telephone
44 languages

Beijing Organizing 
Committee of Olympic
Games (BOCOG)

Multilingual Database
（Olympics and Beijing）

CAPINFO
 

(Multilingual Information Database)

Multilingual Machine
Translation System

Translator
（110）

Translation 
Aid

Translation（E & F）

Information Booth
5-60 booths with
English translator,
hand language translator
and Beijing guide.

Beijing Olympics Official Multilingual Spectator Service System

Olympic spectator
service information

Beijing Tourist Information Service System
Using Multilingual Tourist Information
Database (at 2008

 
JOC Japan House)

Machine Translation for Official Multilingual Service 
at Beijing Olympics

NICT

NICT
www.nict.go.jp



Tourist Information Services 
at Beijing Olympics

Machine Translation System 
for spectator service 

information of Beijing Olympics

Machine Translation 
System used in 

Information Booths

Tourist Service 
at a hotel in Beijing
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Thai Computational Linguistics Laboratory

Keihanna Research 
Labotatories



Linguistic Resources by NICT

• Corpus
– NICT Multilingual Corpus (CJE)
– Large-scale JC Parallel Corpus
– News Paper Article Parallel Corpus (JE)
– Patent Parallel Corpus (JE)
– Corpus of Spontaneous Japanese
– NICT JLE Corpus



• Lexicon
– EDR dictionary

• Word dictionary: Japanese and English
• Bilingual dictianary: J-E, E-J and J-C
• Concept dictionary
• Co-occurrence dictionary: J and E

– Japanese WordNet
• http://nlpwww.nict.go.jp/wn-ja/index.en.html
• Asian Wordnet







Medical Examination Support 
System

• There are around 40,000 Japanese residents in Thailand, 
and more than one million Japanese tourists and 
business travelers visit Thailand every year. 

• As a result, serious language problems arise in various 
situations, especially in hospitals. 
– When Japanese workers in Thailand, who generally cannot 

speak Thai, want to be asked detailed questions in Japanese 
about their health by a local doctor, even in Bangkok there are 
few doctors who can speak Japanese. 

• We wish to develop a medical examination support 
system using NLP technology which enables local 
doctors and foreign patients to communicate using their 
own mother tongue.



• The basic idea and prototype have already been 
developed as the MedSLT System 
(http://www.issco.unige.ch/en/research/projects/ 
medslt/) 

• Multilingual spoken language translation system 
tailored for various domains of medicine.
– Currently the system supports speech recognition and 

translation for the headache, chest pain and 
abdominal pain domains. 

– Supported languages are English, French, Japanese, 
Spanish, Catalan and Arabic.



• We will use a trilingual (J-T-E) list of 
illustrative sentences in the medical 
domain as a resource for this R&D, 

• develop a Thai system by compiling Thai 
grammar and a dictionary, and 

• extend the system to wider domains. 

• Our plan includes on-the-spot inspection 
of the system at hospitals in Thailand.



Business Translation

• Manuals
– Manuals are revised frequently and there may 

be similar manuals for similar products, with 
some parts of the manuals being identical.

– Intuitively, manuals for similar products, or 
manuals for different versions of the same 
product, are likely to resemble each other. 

– Therefore, even with only a small amount of 
training data, a corpus-based MT system can 
output useful translations. 



• Aviation Manuals
– Aircraft manufacturers produce series of 

aircraft, but the manuals for each series are 
written independently. 

– Airline companies whose official language is 
other than English must first write aviation 
manuals in their own language, by editing 
contents based on procedures defined in their 
operation policy and the optional systems 
they select, for each type of aircraft in their 
fleet, and then translate them into English for 
overseas use.



• Although manuals are usually created 
separately for each aircraft, they may be very 
similar in style and contents. 

• Furthermore, a series of aircraft sold by an 
aircraft manufacturer is likely to be similar in 
operation, and so the manuals will also be 
similar. 

• However, airline companies have traditionally 
translated each manual from scratch. 
Machine translation technology could be usefully 
tailored to such companies.



Summary of Experiments
• Generally speaking, corpus-based MT requires 

huge amounts of text data, e.g. 1 million parallel 
sentences. 

• However, though the numbers of sentences 
used in our experiments were rather small, the 
case-insensitive BLEU scores ranged from 45.6 
to 60.3. 

• These scores are very high given the small size 
of the training data, and so SMT is very 
promising for this task.



Asia-Pacific Association of Machine 
Translation （AAMT)

MT Researchers MT Manufacturers

MT Users

MT System Manufacturers
MT-related Software Developers

MT System Distributors

Universities
Research Institute

Translation Agencies
Individual Translators

Other MT Users

• International Association of Machine 
Translation



Activities

•
 

Committee for Seeking Future Direction 
of MT

•
 

AAMT/Japio
 

Patent Translation 
Workshop

•
 

AAMT Journal
•

 
AAMT Nagao Award
–

 
Given in recognition of individuals or groups who 
have contributed to R&D leading to or facilitating 
commercialization of MT systems

•
 

China Chapter and Korea Chapter









Thank you!


	MT Research in Japan 
	スライド番号 2
	R&D of Japanese-Chinese Machine Translation System
	スライド番号 4
	スライド番号 5
	Example-based translation with deep consideration to syntactic structure
	Mission Statement
	Performance
	Resources and Analyzers
	Application
	スライド番号 11
	Tourist Information Services� at Beijing Olympics
	Thai Computational Linguistics Laboratory�
	Linguistic Resources by NICT
	スライド番号 15
	スライド番号 16
	スライド番号 17
	Medical Examination Support System
	スライド番号 19
	スライド番号 20
	Business Translation
	スライド番号 22
	スライド番号 23
	Summary of Experiments
	Asia-Pacific Association of Machine Translation （AAMT)
	Activities
	スライド番号 27
	スライド番号 28
	スライド番号 29
	Thank you!

