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INTRODUCTION 

Because the early history of machine translation (MT), roughly from 1945 
to 1970, is well documented elsewhere (HUTCHINS, 1978; 1982) and be- 
cause several recent studies and advances in MT have eclipsed those past 
events and opinions, we begin this review with the contemporary state of the 
field. This chapter is divided roughly into two parts. In the first part, we dis- 
cuss contemporary theoretical and practical issues surrounding MT. In the 
second, we evaluate 12 current MT research and development (R&D) efforts, 
including ongoing work in the United States, Europe, and Japan. Due to 
limitations of space we do not survey all such projects. We apologize for not 
devoting a separate section, for example, to SUSY and GETA, the two well- 
established European projects. Still, many of the ideas that originated in these 
projects are discussed in the section on transfer systems. Our discussions are 
also limited by our ability to obtain complete (and unclassified) documenta- 
tion for some MT projects. The 12 projects that we cover in some detail are: 
Georgetown, SYSTRAN, SPANAM, TAUM, two projects from Kyoto Univer- 
sity, LRC, EUROTRA, DLT, PHRAN-PHRED, MOPTRANS, and TRANS- 
LATOR. 

The authors thank the reviewers, especially Don Walker and Jonathan 
Slocum, for their insightful comments on earlier drafts of this chapter. Patricia 
Ryan deserves our appreciation as well for her extensive work on the manu- 
script (especially the bibliography). The authors, of course, are responsible 
for all attitudes and conclusions represented herein. 
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PRINCIPLES AND IMPLEMENTATION OF 
MACHINE TRANSLATION SYSTEMS 

Here we discuss three theoretical and four implementation issues surround- 
ing contemporary MT systems. The theoretical issues are the choice of MT 
strategy, grammars and parsing, and related computer science topics. The 
implementation issues are dictionary organization, software support, fields of 
discourse, and evaluating the quality of translations. 

Machine Translation Strategies 

Today the major strategic decision available to workers in MT is the choice 
between the transfer approach and the interlingual approach. Under the trans- 
fer approach a sentence in the source language (SL) is analyzed into an in- 
ternal representation, after which a transfer is made at both the lexical and 
structural levels into corresponding structures in the target language (TL), and 
then the translation is generated. The transfer model is pictured in Figure 1. 
Three dictionaries are needed: 1) an SL dictionary, 2) a transfer dictionary, 
and 3) a TL dictionary. The approach is an improvement over the earlier 
"direct" translation systems, in which no structural information was used— 
i.e., the transfer was lexically driven and was not differentiated from the 
analysis or generation phases. 

The level of transfer differs from system to system—the representation 
varies from purely syntactic deep structure markers to syntactico-semantic 

 
Figure 1. Variants of the transfer model of machine translation. SL and TL 
denote the source language and target language. SD, TD, and STD denote the 
source, target, and source-target dictionaries. This figure was adapted from 
VAUQUOIS. 
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(compositional semantics, case frame information, and so forth) annotated 
trees. Note that the transfer stage involves a (usually substantial) bilingual 
component—i.e., a component tailored for a specific SL-TL pair. This entails 
relative inefficiency in a multilingual environment since a transfer block will 
have to be written for every such pair. The tactical decisions necessitated by 
the transfer approach thus include: 1) choosing the level of transfer (cf. 
Figure 1), and thus 2) determining the relative "weight" of the monolingual 
vs. bilingual parts of the process—i.e., by trying to shift part of the work of 
the transfer block out to the SL analysis and TL synthesis stages, one can 
improve the cost-effectiveness of possible extensions to the multilingual 
aspect. In Figure 1 the extent and complexity of the transfer module range 
from TRANSFER-2 (maximum) through TRANSFER-0 (minimum). The 
transfer approach has been developed, maintained, and popularized by such 
well-known MT groups as GETA in Grenoble, France (BOITET; VAUQUOIS) 
and SUSY in Saarbruecken, Germany (MAAS). 

An alternative to the transfer approach is to make the translation with the 
help of a universal, language-independent" representation of the text—an 
"interlingua." In effect, an interlingua permits the size of the transfer module 
in Figure 1 to be reduced to zero, and the MT model thus has two phases: 
analysis and generation. What makes this approach more attractive than 
transfer? First we can in principle dispense with bilinguality. Indeed, for a 
multilingual system with n SLs and m TLs the transfer approach will require 
mn (on the order of n2) transfer blocks (if the sets of SLs and TLs are dis- 
joint) in addition to n analyzers and m generators. In the interlingua approach, 
only n parsers and m generators will be needed (of a different sort, however). 

One early suggestion in MT was to use an interlingua of a different kind: a 
natural language to serve as the pivot in a multilingual translation system. 
Thus, if Greek were chosen as the pivot for a seven-language multilingual 
design, the system would involve only 12 (on the order of n) transfer modules 
and 6 each of analysis and generation modules (see Figure 2). 

As Figure 2 shows, however, the suggestion really implies 12 separate 
systems—i.e., each arrow implies a separate analysis, transfer, and generation 
phase. Therefore, we do not consider this a true interlingua approach. 
Curiously enough, some remnants of this type of thinking can be discerned in 
a recent MT proposal (see below). 

The "true" interlingua projects fall into two classes: 1) the early syntactic 
approaches and 2) those inspired by artificial intelligence (AI). The former 
(e.g., the early efforts at the University of Texas and at Grenoble (LEHMANN 
& STACHOWITZ; VAUQUOIS) occurred chronologically before the advent 
of the transfer approach and provided valuable practical experience with the 
complexity of the interlingua concept. The main idea was very attractive: the 
(syntactic) structure obtained after parsing an SL text was declared universal 
(interlingual) and was supposed to be used directly by the generator. The bi- 
lingual dictionary for transferring lexical components remained intact in these 
systems, so that the separation of SL and TL was not complete. "In retro- 
spect, the interlingual approach was perhaps too ambitious at that time 
(1960's)" (KNOWLES, p29), mostly because the expressive power of the syn- 
tactic representation was hardly sufficient to support the concept of an inter- 
lingua. 



Figure 2.    Interlingua model of machine translation, using natural language 
(arbitrarily Greek) as the interlingua. 

A genuine interlingua must be able to express the meaning of the text to 
be translated. This type of research toward an interlingua-based MT system 
can proceed despite the debate about whether it is possible to capture and 
formalize the human encyclopedic knowledge that is a necessary part of 
language understanding. This is because one can work with "subworlds" and 
sublanguages in the hope of producing a translation scheme that can be 
extended beyond the experimental stage. The general scheme of the true 
interlingual approach is shown in Figure 3. 

The methodology used in this type of project is borrowed almost exclu- 
sively from AI, for which MT could be (but curiously enough has not yet be- 
come) a major application. It is quite understandable historically that in the 
1960s, concepts on which to base MT were borrowed from linguistics, which 
was then in vogue and showing much promise. Today AI appears, at least to 
nonspecialists, to be a much more glamorous field than linguistics. Workers 
in applications such as MT, in which knowledge about language processing is 
important,  more  often  look  to  AI  for  the  solutions to their problems. There- 
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fore, it is not surprising that, for example, SAWAI ET AL. present their 
Japanese-English MT system, ATLAS/I, as featuring "knowledge representa- 
tion," even though their linguistic analysis is borrowed from JACKENDOFF 
and their methodology is basically transfer. Another example of an experi- 
mental interlingua system is the program by CORDIER & MOGHRABI, 
which translates cooking recipes from French into Arabic. The authors use 
semantic primitives to represent the meaning of the input text. There is no 
clear statement about the organization of these primitives. At any rate, in the 
specialized subworld (and sublanguage) chosen for the application, the 
number of actions around which the representation is built is small enough to 
be enumerated, so that a representation scheme with less structure can be 
used. Such approaches can be envisaged for other small subworlds and sub- 
languages (e.g., meteorological reports). 

There has been some interest in MT as an application within the AI com- 
munity (CARBONELL ET AL.; LYTINEN & SCHANK; WILENSKY & 
MORGAN). The main strategy of such efforts is to equate utterances in an 
interlingua with formulas of a knowledge representation scheme (in practice, 
a version of the conceptual dependency representation language augmented 
with higher-level structures—e.g., scripts, plans, goals, memory organization 
packets (MOPs)). The process of translation is assumed to proceed along the 
following lines. "First, the source text is analyzed and mapped into a language- 
free conceptual representation. Inference mechanisms then apply contextual 
world knowledge to augment the representation in various ways, adding infor- 
mation about items that were only implicit in the text. Finally, a natural- 
language generator maps appropriate sections of the language-free representa- 
tion into the target language" (CARBONELL ET AL., p376). 

CARBONELL ET AL. say that their computer programs "technically 
speaking. . .do not perform strict translation, but rather retell or summarize 
the source text in the target language" (p377). It is clearly necessary to pro- 
vide a theory of what sections are appropriate or what to retell and what to 
include in a summary and what to leave out—a theory of "salient features" of 
the text. The AI practitioners' interest in MT is a very positive development, 
even though "practical MT has not been a primary working goal with.. .the 
.. .understanding  systems  built  within  the   conceptual   dependency/knowl- 

 

Figure 3.   The "true" interlingua model of machine translation.
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edge structure framework" (CARBONELL ET AL., p376). AI-based MT 
efforts are discussed in more detail in the section on PHRAN-PHRED and 
MOPTRANS. 

An important methodological question is whether the particular knowl- 
edge representation scheme used can be applied directly to MT or whether it 
must be customized. For example, it is reasonable to investigate ways to 
augment a typical AI knowledge representation scheme with explicitly pre- 
sented linguistic (syntactico-semantic) knowledge as well as a representation 
of the expert behavior of human translators so that it can become effective 
in the MT domain. In our opinion, the general techniques of knowledge repre- 
sentation are not immediately applicable to natural language translation. The 
customization required by MT demands direct research on its merits. 

Grammars and Parsing 

It was recognized early in MT that a systematic analysis of the input text is 
an indispensable part of the translation process. Morphological analysis—the 
determination of word class and word form to which an input word belongs— 
has since become a theoretically less controversial task. The task of syntactic 
analysis—identification of constituent and/or dependency structure of input 
text sentences—has not yet been agreed on; different approaches coexist, and 
none has emerged as the definitive method. 

Parsing natural language was probably the most important and one of the 
most widespread topics of research in AI from roughly 1968 to 1978. WINO- 
GRAD (Chapter 7) gives an excellent review of (predominantly syntactic) 
parsing systems. SPARCK JONES & WILKS edited a recent collection 
devoted exclusively to parsing. The most widely used grammar formalisms on 
which the various parsing systems are based include augmented phrase struc- 
ture grammars, transformational grammars, active chart formalisms, aug- 
mented transition networks, and "situation-action rule" systems that do not 
use a grammar in the traditional linguistic and computational sense. 

The form of the structures assigned to sentences can also vary. The most 
widely used structures are: various annotated surface structures (either imme- 
diate constituent, or dependency, or a mixture of the two); variants of the 
deep syntactic structure in the sense of transformational grammar or case 
grammar; and various systematic nonsyntactic structures; such as conceptual 
dependency representations produced by ELI (e.g., SCHANK & RIESBECK) 
or Wilks's formulas (WILKS, 1975). 

At present most of the MT systems parse SL text into a structure that pro- 
vides: 1) sentence constituent information, and 2) case frame information for 
verbs and nouns. In the terms of CHARNIAK (1983) these processes belong 
to a parallel (intermingled) application of syntactic and "non-inferential- 
semantic" rules. An example of the usual "syntax plus case frame" approach 
is the LRC parser (SLOCUM, 1982). 

If an MT system strives to obtain a true interlingua representation, the 
process must be augmented by "compositional semantics," the rules of which 
permit the construction of the "logical form" of the input, as suggested by 
CHARNIAK (1983). Only at this stage, when the process of parsing ends, can 
the  full  advantages  of  knowledge  representation  (interlingua)  be  fully  felt. 
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With the help of the rules of "inferential semantics" one may augment, 
through a chain of knowledge-based deductions (inferences), the system's 
understanding of the meaning of the input and thus provide a high level of 
reliability to the generator. Examples of "deeper" parsers are the members of 
the ELI family (BIRNBAUM & SELFRIDGE) that produce conceptual 
dependency (one type of "logical form") structures. As of now there is no 
reasonably scaled MT system that uses knowledge representation for infer- 
ence making in this way. Despite their use of a frame-based approach, SAWAI 
ET AL. actually implement a transfer system and claim no inferencing capa- 
bility. JOHNSON gives a thoughtful discussion of the properties necessary for 
an MT parser and of design choices. 

The computational peculiarities of parsers are seldom addressed in reports 
about MT systems. A notable exception is the LRC project, in which specific 
attention was paid to the choice of the parser. "The current METAL parser 
is a variation on the Cocke-Kasami-Younger bottom-up algorithm.. .augmented 
with top-down filtering.... This parser was shown to be highly efficient 
during an extensive series of experiments comparing a dozen parsers on the 
basis of their practical performance characteristics" (SLOCUM & BENNETT). 

Computer Science and Machine Translation 

In addition to AI, three traditional areas of computer science have direct 
bearing on MT research: 1) database technology; 2) programming languages, 
and 3) computer architecture. For robust MT systems to be developed, it will 
be necessary to effectively direct current database technology to the task of 
dictionary design and information retrieval. Because of the limited extent of 
their models, present AI experiments do not effectively address these areas. 
One of the weaknesses of LISP (the programming language most often used 
in AI research) is its lack of file processing or database management facilities. 
In LISP, one assumes that all s-expressions (both programs and data) are in 
"virtual" memory, which is theoretically limitless. Garbage collection becomes 
an important and time-consuming component of AI systems (for a report of 
practical experience see SLOCUM & BENNETT). The issue of using secon- 
dary storage for large AI databases has not been adequately addressed. The 
state of the art in merging the database theory and practice with AI is reflected 
in the following statement: "If your [AI] database reaches a size where 
secondary storage is needed, then you have entered terra incognita; no one 
knows how efficient a large, random-access database can be. On the other 
hand, few people are willing to bet that making such a database efficient is 
impossible" (CHARNIAK ET AL., p220). 

Current operational MT systems (such as SPANAM) are implemented using 
computer software that supports so-called "indexed" files. Here, the diction- 
ary resides on direct-access secondary storage, and all entries can be 
immediately accessed, using lexical information (the word stem) as the key. 
This is known as content-addressable memory and is a minimum requirement 
for effectively implementing large random-access dictionaries for MT. 

In a more sophisticated system, the theoretical tools and flexibility offered 
by relational database systems and query languages would seem to be appro- 
priate. LISP machines  offer  database  software  (the FLAVORS  package  can be 
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used for this purpose) as a companion tool for building AI knowledge bases 
for intelligent systems. Current and projected MT systems have yet to effec- 
tively integrate such technology for dictionary maintenance and access. 

Current operational MT systems are written either in assembly language or 
in PL/I. Most experimental systems, on the other hand, are implemented in 
LISP. To develop MT systems effectively in the future, better programming- 
language support needs to be identified—i.e., a language that allows effective 
text processing, dynamic data structure management, and random-access dic- 
tionary information retrieval is necessary. PL/I has all of these attributes, but 
its relative inefficiency and unwieldiness make it unsuitable for most pro- 
grammers. Recent advances in the design of programming languages, including 
c, ADA, PROLOG, and newer implementations of LISP, may provide more 
effective language tools for MT than the traditional languages have done. 

Finally, effective MT systems must be implemented on computer hard- 
ware that not only supports such languages and database technology but also 
has storage capacities and the character-set flexibility to accommodate large 
knowledge bases (dictionaries) and diverse language typographies. Traditional 
MT systems (e.g., SYSTRAN and SPANAM) are implemented on IBM com- 
puters, running in batch mode and using attached word processors and optical 
character readers (OCRs) to facilitate text input, post-editing, and document 
preparation. An exception, the Weidner System (HUNDT), runs interactively 
on a minicomputer especially adapted for MT. 

Recent developments in microcomputers and word processors make us 
optimistic about the availability of hardware that will be truly suitable for 
MT. Xerox Corp., for instance, manufactures word processors that support 
multiple alphabets, including Japanese, Arabic, and Russian as well as the 
European languages. This is an essential capability for any MT system that 
aspires to translate multiple languages with diverse alphabets. In the past, the 
Georgetown Russian-English MT system (ZARECHNAK) required the input 
text to be encoded from the Cyrillic to the English alphabet before submis- 
sion to the translation process. This encoding is expensive, time consuming, 
and prone to error, and it is unacceptable as a long-term solution for produc- 
tion MT. 

Some projects (SHIAO-SHU; SOMERS) are also looking at the possibility 
of adapting MT to the personal microcomputer, such as an IBM PC or a DEC 
(Digital Equipment Corp.) Rainbow. Personal computers now possess power- 
ful software and adequate online storage to be seriously considered for MT. 
At this writing, about $7,000 buys a microcomputer with 512 K bytes of 
memory, 10 megabytes of online disc storage, a complete c or LISP program- 
ming system, and database management software that could support MT. Be- 
cause diverse alphabets are supported, the necessary word processing can be 
done on the same machine. Finally, these machines can run in a stand-alone 
mode or can be networked in various ways, so that both high- and low-volume 
translation can be accommodated. The idea that MT can be done on a stand- 
alone machine at any location in the world that has a simple electrical power 
outlet is thus a reality in terms of the hardware. 

Dictionary Structure 

The organization and content of the dictionaries for any MT system are 
determined mainly by the goals of the system, its linguistic strategies, and the 
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limits of the computer system on which it resides. Current operational sys- 
tems translate only a single language pair and thus must accommodate only 
the morpho-syntactic, semantic, and pragmatic information found in those 
particular languages. 

For example, an MT dictionary for Spanish requires that each entry con- 
tain (at least): part of speech, gender, number, person, and tense. An English 
dictionary entry, however, might not contain gender since gender does not 
play a major role in English syntactic analysis or generation (it is used for pro- 
nominal reference determination). A Russian dictionary entry will include, 
for example, aspect information for verbs. 

However, traditional MT dictionaries contain only as much information as 
is needed to effectively analyze source text and to synthesize target text. 
That includes the basic syntactic information noted above, together with 
some keys for dealing with prepositions, irregular forms, semantic case 
discrimination, and idioms. A SPANAM dictionary entry, which may be con- 
sidered typical, contains 160 bytes, and there are approximately 60,000 such 
entries in the entire dictionary. 

MT dictionaries usually store entries in stem form and leave it to the 
algorithm to automatically generate morphological variants. For instance, a 
Spanish or Russian adjective would be stored only in its masculine singular 
form; its other three forms would be derived by morphological routines. A 
regular English verb, say "push," would be stored only once, and the other 
forms (pushes, pushed, pushing) would be derived automatically. This kind of 
strategy is essential to avoid the potential explosion in dictionary size. 

Another issue in dictionary design is whether or not to use separate source 
and target dictionaries or a single dictionary that contains, for each source 
language entry, all of its potential target language translations. Moreover, 
some systems use one dictionary structure for idioms, another for high- 
frequency words, and another for the rest. The choice is generally made on 
the basis of efficiency and programming convenience, and none is conceptually 
more effective than another. 

A far more important issue is the matter of dictionary design for multi- 
lingual (e.g., EUROTRA) and knowledge-based MT systems of the future. 
Here the dictionary entry must be flexible, so that it can accommodate the 
semantic and pragmatic information for any of its various languages. More- 
over, a common meta-language must be available so that dictionary encoders 
and linguists in the various languages have a mutually consistent means of 
communicating information about linguistic phenomena among diverse lan- 
guages. The best approach methodologically seems to be to adopt or modify 
one of the existing knowledge representation languages as the meta-language 
in which to formulate dictionary information. Unfortunately, this has not 
been a primary interest either among AI researchers or MT developers. One 
exception is the philosophy of TRANSLATOR (see below). 

Researchers in AI have discovered that the implementation of truly useful 
knowledge-based systems, which purport to have some reasonable level of 
"understanding" of the text they are "reading," requires immense quantities 
of knowledge. The information storage and retrieval problems that accompany 
such comprehensive knowledge representation are not well understood. It 
appears, however, that this kind of "intelligent" dictionary and related data 
structures  will  expand  the  storage  requirements  of  conventional  MT systems 
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by a significant factor. Current MT systems for a single language pair maintain 
dictionaries whose size is on the order of 10 megabytes of online storage. 

Supporting Software 

A prerequisite for the effective implementation and refinement of an MT 
system is the availability of effective supporting software to maintain diction- 
ary information and linguistic rules. A common mistake has been to under- 
estimate these requirements and to ignore the fact that once an MT system is 
installed, the user is more apt to make significant refinements to it than the 
developer. One of the major reasons for the recent success, measured intui- 
tively, of the SYSTRAN and SPANAM systems is that the users have com- 
plete and convenient mechanical access to the dictionaries and linguistic 
routines (PIGOTT; VASCONCELLOS) and constantly refine the systems as 
they gain experience. 

Many of the tools for updating dictionaries are available in existing data- 
base management software. Others, such as the ability to modify grammatical 
parsing rules, are not. The SYSTRAN system, however, has a facility that 
allows a segment of assembly language instructions to be translated into a 
coherent English-language "linguistic statement" of the algorithm being per- 
formed. This statement is much more intelligible to the linguist than is the 
corresponding assembly language code. Once the linguistic statement is appro- 
priately modified by the linguist, the corresponding assembly language modi- 
fications are made in the program itself. A comparable strategy is implemented 
experimentally in the LRC project (SLOCUM & BENNETT). 

Even the developers of new systems (NAGAO, 1982) report difficulty in 
training dictionary workers to properly and efficiently encode semantic case 
information into dictionary entries. Much experience seems to be needed be- 
fore the quantum jump is made to build effective dictionaries that can be 
properly called "knowledge bases" for machine translation. Proper integra- 
tion of linguistic information with world knowledge and common-sense in- 
ferencing schemes seems to be a highly technical skill that cannot be taught 
overnight to those who are responsible for building and refining these knowl- 
edge bases. 

Fields of Discourse 

In general, MT systems limit their domain of usefulness to a particular 
field or area of discourse. For example, the TAUM-METEO system 
(ISABELLE) is applied only to weather reports and thus has a limited voca- 
bulary. The Georgetown system (ZARECHNAK) concentrates on nuclear 
physics, and the SPANAM (TUCKER; VASCONCELLOS) system focuses on 
public health. Current developers are also aiming their MT systems at well- 
defined and highly stylized text, such as auto repair manuals and computer 
science publications. 

Such a focus generally gives the MT system a stronger chance for success 
because the development of a highly specialized and complete dictionary in a 
specific field is needed to compensate effectively for various inabilities of the 
system  to  really  "understand"  the  text  itself.  Such  text, in other words, tends 
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to be self-clarifying since it has a relatively high frequency of technical terms, 
each of which renders only a single interpretation, and a relatively low fre- 
quency of ambiguous terms and difficult style. 

It remains to be seen how much the introduction of "understanding" to 
MT can widen the translation domain. Even the recent AI experiments 
(CARBONELL ET AL.) are not particularly ambitious in this respect—they 
stick to examples about visiting restaurants and reports about automobile 
accidents. 

Performance and Evaluation 

The performance of operational MT systems is usually measured in terms 
of their cost per 1,000 words and their speed in pages per post-editor per 
hour vs. the relative cost and speed of human translation. Some specific infor- 
mation on cost and speed is reported in LAWSON, and some more recent in- 
formation is given in the next section. 

In our opinion, it is becoming increasingly uninformative to compare the 
performance of MT systems with that of human translators, even though large 
organizations must do just that to justify their MT investments. In the long 
run, machine translation systems and human translators may not be viewed as 
competitors, with humans concentrating on "artistic" translation, simultaneous 
interpretation, and so forth. 

More important is the question of translation quality—i.e., the fidelity of 
the translation to the original text and the legibility of the translation. Much 
discussion of quality also appears in LAWSON and elsewhere, but it seems 
that no effective, universally applicable, quasi-objective measure of transla- 
tion quality—either human or machine generated—has yet been discovered. 

The need for such a measure will be increasingly important in the future, 
not for comparing machines with humans but for comparing various types of 
MT systems with each other to determine the relative effectiveness of differ- 
ent translation strategies. A proposal for developing such a measure has been 
suggested by NIRENBURG & TUCKER. 

SELECTED RESEARCH, DEVELOPMENT, 
AND OPERATIONAL MT SYSTEMS 

Here we summarize the characteristics of several current and recent MT 
systems. Some of these systems are operational (SYSTRAN, SPANAM, and 
TAUM-METEO); others are in various stages of development (LRC, 
EUROTRA, and others); still others are properly categorized as research 
models (see LYTINEN & SCHANK; NAGAO ET AL.; TUCKER & 
NIRENBURG; WILENSKY & ARENS). 

Georgetown, SYSTRAN, and SPANAM Systems 

The Georgetown MT system (ZARECHNAK) is the first truly successful 
effort to develop an operational MT system. Its approach, labeled as "first 
generation" or "direct translation," was later emulated by the SYSTRAN sys- 
tem  (PIGOTT;  TOMA)  and  the  more  recent  SPANAM  system (TUCKER; 
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VASCONCELLOS). The Georgetown system went into production, translat- 
ing Russian to English, in 1964 at Oak Ridge National Laboratory in 
Tennessee. The SYSTRAN system has been in use for Russian-English trans- 
lation at Wright-Patterson Air Force Base since 1970 and at the European 
Economic Community (EEC) Headquarters in Luxembourg since 1976. 
SYSTRAN is used to translate English into French, Italian, and German and 
to translate French and German into English. The SPANAM system translates 
Spanish into English, and has been in operation since 1980. 

The linguistic methodology in these systems is portrayed below. Here the 
text is taken one sentence at a time and passed through several steps: 

1. Dictionary lookup and morphological analysis, 
2. Homographs, 
3. Compound nouns, 
4. Phrases, 
5. Idioms, 
6. Prepositions, 
7. Subject-predicate identification, 
8. Ambiguities, 
9. TL synthesis, and 

10. Rearrangement. 

Actually, each system differs slightly in the order and use of these steps, 
but the general approach is the same for all of them. For instance, the 
SPANAM system has separate source and target dictionaries, so that the 
"target synthesis" step includes target dictionary lookup. Moreover, some 
versions of SYSTRAN include the ability to use semantic case information to 
assist in subject-predicate identification and other disambiguation tasks. For 
more discussion of the details of these steps, readers should see TOMA, 
TUCKER, and ZARECHNAK. 

The effectiveness of these systems relies principally on three factors: 1) 
highly developed dictionaries and morphological analysis routines, 2) human 
post-editing of the raw translation before distribution of the results, and 
3) well-developed word- and text-processing tools to aid the post-editor and 
the dictionary officer. For instance, in the SPANAM system each Spanish 
noun, verb, adjective, and idiom is stored in the dictionary in its stem form; 
all other forms are dynamically derived by morphological analysis routines. 

Although operational MT systems rely on post-editors to "clean up" the 
raw translation, they do not rely on any pre-editing of the text. Moreover, 
since the word-processing activities are directly connected to the main com- 
puter that performs the machine translation, any word-processed document is 
an immediate candidate for MT without additional preparation cost. 

The productivity and volume of output for operational MT systems vary 
widely. The Georgetown system, oldest of the three, has produced virtually 
hundreds of thousands of (250-word) pages of Russian-English translations 
since 1970. The SPANAM system, in use since 1980, has produced over 5,000 
pages of Spanish-English translation. SYSTRAN, since 1980, also has turned 
out over 5,000 pages of translation among its several language pairs. The pro- 
ductivity  of  a  post-editor  has  also  been  measured  in  these latter two systems: 
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for SPANAM it is estimated at 6,000 words per day (VASCONCELLOS), or 
three pages per hour. For SYSTRAN it is estimated at two pages per hour 
(PIGOTT). Actual cost per page of post-edited MT is difficult to estimate, but 
both organizations cite significant cost and time savings over manual 
translation. 

TAUM 

The MT project at the University of Montreal, called TAUM, was active be- 
tween 1968-1980 and yielded a number of experimental systems (TAUM-71, 
TAUM-73, TAUM-76, and TAUM-AVIATION) and one operational system 
(TAUM-METEO). TAUM-METEO may be today the closest approximation of 
a fully automated high-quality translation system among those that are opera- 
tional. The methodology of the TAUM project as a whole is transfer. The 
transfer component involves two subcomponents: lexical and structural. A 
number of formalisms and programming environments have been developed: 
Q-SYSTEMS (COLMERAUER) facilitates the linguist's work on specifying 
the grammar rules; SISIF (MORIN) aids pre- and post-processing of the text; 
REZO (STEWART) is a modification of the augmented transition network 
grammar system for syntactic analysis. Analysis in TAUM methodology is 
syntactic, without lexical decomposition, but it involves a number of semantic 
features (e.g., subject-verb agreement, and semantic features on verbs). Syn- 
thesis is performed on a sentential basis, so that the problems of focus and 
anaphora remain unsolved. 

The major practical success of TAUM was in the TAUM-METEO applica- 
tion. Faced with the necessity of developing an operational system, the 
members of the TAUM group chose in 1974 to build a system to translate 
weather reports issued by the Canadian Environment Department from Eng- 
lish into French. "The feasibility studies, design, development and on-site 
implementation of an operational version of the system took less than two 
years (approximately 8 person/years)" (ISABELLE, p27). The most striking 
peculiarities of TAUM-METEO are its overt semanticity and the lack of the 
transfer module. 

Analysis in TAUM-METEO is based on a semantic grammar (cf. BATES; 
see BURTON for discussion), in which the nonterminal vocabulary includes 
not only the familiar set of syntactic labels, such as NP, VP, and so forth, but 
also domain-specific semantic markers. One such marker can be "atmospheric_ 
condition," which "consists of a weather condition optionally modified by a 
locative or temporal specification; but the condition itself cuts across syntactic 
categories: 1) MAINLY SUNNY TODAY; 2) A FEW SHOWERS THIS 
EVENING" (ISABELLE, p29). A semantic grammar subtree corresponding 
to one of the possible derivations from the node "atmospheric_condition" is 
shown in Figure 4. 

Transfer in TAUM-METEO is effectively incorporated into analysis. The 
few operations that are not covered in analysis (e.g., the correct placement of 
French adjectives) are dealt with in the synthesis stage, which is essentially 
trivial because of the peculiarities of the sublanguage of translation. 

Unlike any other TAUM efforts, or, for that matter, any other transfer sys- 
tem, TAUM-METEO was designed to operate from the outset in an extremely 
narrow  sublanguage  (1,500  dictionary  entries,  including  several  hundred  place 



 
Figure 4.   A semantic grammar tree from TAUM-METEO 

names; input texts containing no tensed verbs). It therefore uses unabashedly 
ad hoc measures to improve efficiency. The decisions to discard the transfer 
and to use a semantic grammar were made with efficiency in mind. The same 
applies to the decision to disregard morphological analysis (indeed, in so small 
a dictionary the space efficiency gained with the help of morphological 
analysis is negligible). 

TAUM-METEO has been operational since 1977, translating about five 
million words annually, 80% of which do not need post-editing. Many of the 
remaining errors are caused by noise in the communication lines and misspell- 
ings. 

The study of sublanguages and subworlds seems to us to be a most impor- 
tant theoretical topic for MT. The success and the experience of TAUM- 
METEO in this respect should attract the attention of other MT groups (see 
KITTREDGE & LEHRBERGER for a discussion of the sublanguage issue). 
In our opinion, it will require only a relatively small shift of emphasis to pre- 
sent the semantic grammar of the sort used in TAUM-METEO in terms of a 
knowledge representation scheme and operations on it. The result of input- 
text analysis will be an expression in this representation language; synthesis 
will take this representation as input and produce a TL sentence. It is not an 
unreasonable task to build a representation based on semantic primitives for 
1,500 objects. Therefore, TAUM-METEO is potentially a precursor of sub- 
language-oriented interlingual MT systems. 

The Kyoto and ATLAS/I Projects 

It is well known that the Japanese Fifth Generation project places strong 
emphasis on natural language translation as a major technical goal 
(MCCORDUCK). Within this framework, three substantial MT projects have 
gained significant momentum, with strong support from the Japanese govern- 
ment and industry. 

One project, headed by Makoto Nagao at Kyoto University (NAGAO, 
1983;  NAGAO ET AL.),  aims  at  a  Japanese-English  system  to  be  developed 
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within the period February 1982 to February 1985. The system will trans- 
late computer manuals and scientific abstracts from Japanese into English. 
It is a transfer system, but each of the stages—analysis, transfer, and synthesis-- 
has conservative first-generation components. The system is based on the pre- 
mise that most linguistic phenomena can be handled by lexical rules rather 
than syntactic rules. The developer feels that too much attention has been 
paid in other systems to the incorporation of pragmatic knowledge. 

Thus, the linguistic method depends strongly on the lexicon. The analysis 
phase translates source text into "dependency structures," based on case 
grammar, via four steps: 1) morphological analysis, 2) segmentation, 3) frag- 
ment relationships, and 4) noun-phrase analysis. This analysis phase finally 
produces Japanese Intermediate Structure (JIS), which is a normalized inter- 
mediate form. The transfer phase then takes JIS into EIS (English Inter- 
mediate Structure), a form susceptible to synthesis via a conventional phrase 
structure grammar. Three dictionaries are thus needed: one for Japanese 
analysis, one for Japanese-English transfer, and one for English synthesis. 

The system is implemented in LISP (although PL/I is used for the morpho- 
logical routines) on a FACOM M-200 computer. The software contains power- 
ful components for manipulating tree structures (transfer phase) and rewrit- 
ing rules (synthesis phase). It also has a utility called GRADE, which is a tool 
for compiling linguistic/grammar rules into internal format for processing. No 
experience has been reported for this system, but its ambitious deadlines 
should force some results soon. 

The second Japanese project, also at Kyoto University, is headed by T. 
Nishida and S. Doshita (NISHIDA; NISHIDA & DOSHITA, 1982; 1983). It 
aims to translate computer manuals from English to Japanese and is also 
based on the transfer approach. However, the stages of analysis, transfer, and 
synthesis are quite different in their content from the first project. In the 
analysis phase, a version of Montague grammar (MONTAGUE) is used to 
translate English text into so-called EFR (English Formal Representation), 
which is a kind of "normal form." For example, the sentence, HE COMES 
LATE, would translate into: (HE (LATE(COMES))). 

Next, the transfer phase takes EFR into the so-called Conceptual Phrase 
Structure (CPS) representation, a network representing the various fragments 
in the parse. CPS is a frame-based data structure in which the syntactic and 
semantic information of each Japanese lexical unit or phrase in the sentence 
is packed. For instance, the CPS representation of the sentence above would 
have the following elements: 

NP ADV S 
                       

HE LATE NP  VP 
 
X    COMES 

Finally, the generation phase recombines these fragments in ways appro- 
priate to Japanese syntactic structure, using a collection of heuristic rules 
called REFORM. 
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The system is implemented in prototype form using LISP, and it has been 
used to translate short sample texts (40 sentences) into Japanese. Human 
assistance was used in the analysis phase to help resolve ambiguities in the 
English text. An excellent discussion of the system and display of its output 
are given by NISHIDA. 

The third Japanese MT effort, called ATLAS/I, aims to translate software 
reports from Japanese into English (SAWAI ET AL.). It, too, uses a transfer 
approach but claims to utilize a frame-based knowledge representation 
scheme (called FKR-0) throughout the analysis, transfer, and generation 
phases of the translation process. 

The analysis phase includes a preprocessing step, a phrase dictionary look- 
up, and a word dictionary lookup. This is followed by a routine for handling 
proper nouns, a syntactic and surface case analysis, a deep case analysis and 
structural translation, and finally an English synthesis step. 

The use of a frame representation throughout the translation process 
appears to be a unifying and novel approach to MT. However, the depth and 
complexity of linguistic information embodied in this system are not clear 
from the information provided. Among the three Japanese MT efforts 
reported here, this one seems to be in the earliest stage of development. Thus, 
all three Japanese MT efforts are committed to the Japanese-English language 
pair and to the transfer approach in one way or another. None is sufficiently 
developed to be evaluated constructively. 

 
The LRC Project 

The MT project at the University of Texas at Austin has been active, in 
one form or another, since 1961. The current effort is the first attempt at a 
large-scale practical implementation. The translation is from German to Eng- 
lish in the field of telecommunications. The LRC project is supported by 
Siemens Corp. The implementation "is nearing the status of a production 
system (a version will be delivered to the project sponsor soon after [December 
1982])" (SLOCUM, 1982, p1). The LRC approach uses the transfer method, 
with monolingual source and target dictionaries and a bilingual transfer dic- 
tionary and is implemented in LISP. 

Transfer dictionaries consist essentially of "canonical word pairs" connect- 
ing the stems in SL and TL, "augmented by an arbitrary collection of context 
restrictions" (SLOCUM & BENNETT, p10). The context restriction can be of 
both a syntactic and semantic nature (e.g., nouns belong to certain semantic 
types). There is no discussion of the relative importance and size of the 
monolingual and bilingual processing although the transfer stage is not as 
"minimized" as is planned for EUROTRA (KING, 1982). 

The grammar used is a version of phrase structure grammar with a transfor- 
mational component. Case frame constraints are used as well. The result of 
parsing is a syntactic structure tree with some semantic information attached 
(e.g., class membership of lexemes, case information). Grammar rules are aug- 
mented with texts and the CONSTR part, which makes them similar to ATN 
arcs. One structural difference from ATN arcs is the TRANSFer part of a 
METAL grammar rule, which is used only after a sentence has been parsed, at 
which  time  "the  system  will  perform  the  operations  specified, generally mov- 
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ing down the tree to the terminal nodes where lexical substitution takes 
place" (SLOCUM & BENNETT, p14). 

Transformations can be applied to any of the three parts of the grammar 
rules. The transformations "range from simple movement and deletion opera- 
tions to highly complex transformations that add structure, perform tests, 
etc." (SLOCUM & BENNETT, p14). This is the place where an indefinite 
amount of ad hoc knowledge can be introduced into the system. Neither the 
conditions nor the mechanism of applying transformations is discussed (as 
suggested by WINOGRAD, Chapter 4). 

The fact that syntax and semantics are not formally demarcated in parsing 
is a distinguishing point of LRC. Computationally the parser is (as of July 
1982) a version of the Cocke-Kasami-Younger bottom-up algorithm augmented 
with top-down filtering. In other words, it is a version of an active chart- 
parsing scheme (KAPLAN). The parser was actually chosen over a dozen 
alternative parsers, a chore not many MT workers have undertaken. 

The parser operation depends strongly on the preliminary lexical and 
morphological analysis. It generates in-process definitions (presumably, slot- 
filler type) for nonwords and unknown words and treats parentheticals 
through a recursive call to the parser itself (a clever idea). 

A special routine within the parser rates the variant parses as to their applic- 
ability. This is another point at which the knowledge of the world and the 
expert knowledge of the type possessed by translators about their craft can 
be subsequently added to the system. 

A most important feature of the parser is that it is robust; it will attempt 
to parse and eventually to translate a sentence that contains an unknown 
word or an ungrammatical sentence. This feature seems to be the main reason 
for choosing a bottom-up parser. 

In the LRC reports much less space is devoted to the transfer stage of the 
translation process than to the parsing stage. It appears that the rules originally 
used for recognizing a constituent are retained until the transfer stage, at 
which time they are used again to help the transfer process. Unlike parsing, 
transfer proceeds in a top-down fashion because no failures are anticipated. 

In the LRC reports the generation stage is given even less space than the 
transfer stage. The generator appears to operate by "simply taking the TL 
tree…and appending together all of the lexical allomorphs...located in its 
terminal nodes" (SLOCUM & BENNETT, p17). 

AI methodology is present in an oblique sense at best. The LRC system 
does not seem to use any significant AI methodology in a functional way; the 
algorithm exhibits no level of "understanding" in the sense that it cannot add 
implicit information to what is said, nor can it answer questions about the 
content of the text. Moreover, no attempt is made by the system to explicitly 
emulate the expert behavior of the translator beyond the morphological and 
syntactic levels. 

As of July 1982, experiments were performed on translating 43,000 words 
of German technical manuals into English. The DEC 2060 implementation 
(which translated "330 pages of texts, in three segments, over a two-year 
period") "was measured at slightly under 2 seconds of CPU time per input 
word" (SLOCUM, 1982, p10), 45% of which is typically spent on garbage 
collection  by  the  LISP  system.     The  LM-2  LISP   Machine  implementation  is 



146 ALLEN B. TUCKER, JR. AND SERGEI NIRENBURG 

expected to be initially one-fifth to one-sixth as fast as the DEC, but with the 
new generation of LISP machines and additional memory, this rate is 
expected to improve. 

Recognizing that the standards for measuring machine translation quality 
are little understood and vary widely, the LRC report concedes that the 
"qualitative results are all to be measured by professional technical translators 
employed by the project sponsor" (SLOCUM, 1982, p11). 

In terms of the amount and quality of support tools for the translating 
program, the working environment of the LRC system is probably the most 
complete and best designed among the existing MT systems, both production 
and experimental ones. Adequate attention has been paid to auxiliary tasks, 
such as optimizing the process of compiling dictionaries using the advances 
in database theory and practice, introducing a spelling-correction module, 
benchmark tools, and text-processing support. The attitude toward the trans- 
lation program as the innermost routine in a complex software system seems 
to be a fruitful approach from the software engineering standpoint. It is also 
one of the salient features of LRC. (For more details, see SLOCUM, 1982. 
p9). The LRC system design reflects a meticulous attention to detail, 
modularity, efficiency, and human engineering. In this respect the approach 
cannot be praised enough. 

Much less attention is paid by the developers to theoretical and methodo- 
logical principles. In their discussion Slocum and Bennett unnecessarily 
defend the choice of a bottom-up parser, a phrase structure grammar, and 
feature-based semantics. These choices are not truly iconoclastic. To us, the 
only important point that is not adequately defensible (in terms other than 
deadlines) is the overt transfer approach. Unfortunately, this is the central 
strategic choice in the design of any MT system. Even from the economic 
point of view the transfer approach has never been demonstrated to be 
effective in any but a severely restricted domain. Multilinguality will be even 
more expensive, as the experience with the EEC EUROTRA project will 
doubtless show. The transfer module in LRC is quite deep, as shown by the 
involvement of all the grammar rules used in parsing at the transfer stage. 

In defense of transfer, the LRC progress report cites that "no adequate 
description of universal deep structure has been proposed" (SLOCUM, 1982, 
p19). However, by the same token, no adequate grammar for natural language 
has been proposed either. In light of the recent developments in linguistics, 
At, and software technology, we are convinced that MT system designers can 
produce an interlingua-based MT system with a less-than-perfect interlingua 
and still deliver a better result than a transfer-based system can. Most impor- 
tantly, any serious attempt at an interlingua-based MT system will funda- 
mentally advance the state of the art and provide a significant step toward an 
optimum solution for the general problem of machine translation. 

EUROTRA 

EEC has recently begun to support a new and ambitious concept in 
machine translation. Dubbed EUROTRA (KING, 1981; 1982), it is a project 
to  develop  a  multilingual   MT  system  that  will  translate  any  of  the  seven  offi- 
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cial EEC languages into any other. These languages are English, French, Ger- 
man, Dutch, Danish, Italian, and Greek. The project involves linguists in most 
of the cooperating countries, and a working system is expected by the early 
1990s. 

The framework for translation is proposed as a generalization of the basic 
transfer approach, as described earlier. However, the multilingual capability 
for seven languages requires seven analysis modules, 7 × 6 = 42 transfer 
modules, and seven generation modules, as shown in Figure 5. 

The rationale for this approach is both practical and theoretical. On the 
practical side, the effort required to develop the 56 modules for seven lan- 
guages will be significantly less than that which would be needed to develop 
a separate MT algorithm for each of the 42 different language pairs. This rea- 
soning also assumes that the size and complexity of the 42 transfer modules 
will be minimal. On the theoretical side, this model permits, even encourages, 
separation of methodology among the different language working groups. 
Thus, for instance, one language may be analyzed using a phrase-structure 
grammar while another may use ATNs for the same purpose. Considering the 
diversity of current opinion on parsing natural language (cf., e.g., SPARCK 
JONES & WILKS), this kind of flexibility is very important. 

To date, EUROTRA has not been described in technical detail in unclassi- 
fied literature. This project appears to be a difficult task, not only from the 
theoretical/implementation point of view but also from the organizational/ 
management point of view. If successful, EUROTRA will certainly set a new 
standard for comparison in machine translation and will distinguish itself 
from first-generation predecessors in many ways. 

DLT 

Distributed Language Translation (DLT) is a project being developed in 
Utrecht, The Netherlands. Its developers have just completed a feasibility 
study (WITKAM). They aim to develop multilingual MT using an interlingua 
model. A pilot study is planned to take two years (and 12 man-years), and 
the subsequent development stage is to take three more years. The avail- 
ability of the product is planned for the early 1990s. 

The pilot study expects to include work on a system of interlingua-to- 
German  translation,  with  only  a  simulation  of  a  source  language parser 

 
Figure 5.    Multilingual transfer model of machine translation, as in EUROTRA 
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(through a dialog system). The pilot project will involve: 1) the specification 
of the intermediate language kernel (interlingua or IL) which involves writing 
an IL grammar in the ATN form, devising a parse tree structure, compiling an 
IL monolingual dictionary, testing, and so forth; 2) the development of the 
TL part, including the interlingua-to-German transfer dictionary, the German 
synthesis dictionary, etc.—borrowed from SUSY (MAAS); and 3) the accumu- 
lation of a compendium of terminology on international business and law (to 
enrich the system's vocabulary but not to include a "world" in the AI sense). 

Although DLT is claimed to be interlingual, it appears to be "double 
transfer" because it includes a full translation module between the source lan- 
guage and the interlingua and a full translation module from the interlingua 
into the target language, complete with parsers, transfer modules, and 
generators. WITKAM summarizes the differences between this approach and 
the traditional types of transfer. 

The most unusual feature of this project is the decision to use Esperanto 
as the interlingua. Witkam proposes three criteria for the choice of an inter- 
lingua—unambiguity, compactness, and inspectability—and claims that BCE 
(binary-coded Esperanto) is an optimal choice. 

We find this choice questionable for several reasons. First, the advantages 
of Esperanto over framelike or annotated tree data structures are not obvious. 
The latter also exhibit unambiguity, compactness, and inspectability and, 
moreover, are superior to the string representation, such as an Esperanto 
sentence, from the computational point of view. 

Second, the real problem in the choice of a representation language is its 
expressive power and the extent to which it facilitates inference making, 
which in MT is the process of augmenting the incoming information with in- 
formation implied in the input text. In other words, a representation language 
must facilitate "deep understanding." The only theoretical alternative to this 
premise is to prove that deep understanding (or at least a fraction of that 
task) is not necessary for high-quality translations. No such nontrivial result 
has been shown to date. 

The whole process of translation in DLT is, thus, twofold: it involves a 
(transfer-based) translation from a source language into Esperanto and a 
(transfer-based) translation from Esperanto into the target language. The effi- 
ciency of this approach must be compared with the other two valid alterna- 
tives: 1) the conventional transfer approach, and 2) the use of a different 
kind of interlingua. 

If a translation system is aimed at a single pair of languages, the Esperanto- 
based approach is less efficient than the transfer method because an extra 
analysis/synthesis step is involved. If the system is multilingual, the efficiency 
of any interlingua-based approach will improve with the number of languages 
added. On the other hand, if an interlingua is not constrained formally by the 
requirements of a natural language such as Esperanto (e.g., linearity, 
ambiguity, hidden associations), which requires separate parsing and generat- 
ing stages to extract latent semantic and pragmatic features, it will be more 
difficult to adapt as efficiently as an interlingua that is based on a system of 
internal meaning (knowledge) representation of the AI variety. 
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The linguistic part of the DLT project has been done largely in the feasi- 
bility study; major lexical and syntactic structure classes of Esperanto and 
their coding have been discussed there. An augmented transition network 
scheme is chosen for the formal specification of the interlingua grammar. 
Selectional restrictions and case markers are added to the grammar, making 
it syntactic/semantic. 

Although the report proposes DLT's IL design as an "excellent platform 
for AI enhancements," no specific AI methodology (inferencing capabilities, 
expert system technology or other knowledge-related matters) is mentioned 
as an essential part of the initial design. 

PHRAN-PHRED and MOPTRANS 

PHRAN-PHRED and MOPTRANS are two examples of ways to explore 
the translating capabilities of knowledge-based natural-language understand- 
ing systems. The general philosophy of both efforts coincides with the 
position of CARBONELL ET AL. (see above). 

The orientation of these efforts is theoretical, and they are limited-scope 
experiments in using variants of conceptual-dependency (SCHANK, 1975) 
representations in the role of the interlingua for MT. No attention has been 
paid to the problems of a production MT system, so the questions of effi- 
ciency, quality of translation, supporting systems, and so forth are not appli- 
cable. The reports also contain no discussion of the potential extendability of 
these systems to wider domains and of implementational difficulties in main- 
taining and accessing the very large databases that will be necessary for such 
extensions. 

PHRAN (phrasal analyzer) is a parser from natural language into a version 
of conceptual dependency written by Arens (ARENS; WILENSKY & ARENS). 
PHRED (phrasal English diction) is a generator written by Upstill, a "lan- 
guage production mechanism" from conceptual-dependency representations 
into natural language. In the Berkeley AI group led by Wilensky, "PHRAN 
and PHRED serve as the front and back end to various natural language pro- 
cessing systems. In general, PHRAN and PHRED perform that part of lan- 
guage processing that requires detailed knowledge of the specific language 
involved" (WILENSKY & MORGAN, p8). An important corollary to this 
claim is that the understander of natural language need not be "integrated" 
with the knowledge about the world. Semantics is clearly separated from 
pragmatics, and it is claimed that linguistic knowledge is sufficient for under- 
standing separate utterances in natural language. It is in this point that this 
project strategically differs from the MOPTRANS proposal of LYTINEN & 
SCHANK. 

Both PHRAN and PHRED were claimed to be extendable to languages 
other than English (specifically, Spanish and Chinese). "No changes were 
made to the actual PHRAN code to tailor it to either of the languages. More- 
over, the entire time spent on doing this encoding was about six half-time 
graduate student months by a student previously unfamiliar with PHRAN" 
(WILENSKY & MORGAN, p13). 
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It would be surprising if no attempt at MT were undertaken using the  
PHRAN-PHRED combination. Indeed, a small system of English-Spanish 
translation was constructed by MORGAN. Although MT terminology is 
not used, the approach is interlingual since there is no communication 
between the processes used by PHRAN and those used by PHRED in a 
session. The former's output can be entered into the latter since it is encoded 
in the same way. 

At the risk of oversimplification, both PHRAN and PHRED are organized 
as elaborate pattern matchers working in the space of situation-action rules 
("pattern-concept pairs"). For PHRAN the condition part of a rule is a lan- 
guage phrase pattern; the action part is "a conceptual template that repre- 
sents the meaning of the associated phrase" (WILENSKY & MORGAN, p7). 
In PHRED the two parts of the rule are interchanged. 

An implementation of the MOPTRANS MT system is being developed at 
Yale University (LYTINEN & SCHANK). In this system another conceptual 
dependency-based representation scheme is used as the interlingua. The 
approach is that of memory organization packets (MOPs). "The general idea 
behind MOPs is to store knowledge which is common to many different situa- 
tions in only one processing structure, and then to make this processing struc- 
ture available in all the different situations in which it applies" (LYTINEN & 
SCHANK, p23). For a comprehensive discussion of the concept of MOPs and 
related topics see SCHANK (1982a; 1982b). MOPTRANS reads stories about 
terrorism. The authors claim that "currently, it can read several stories in 
Spanish and French, and translate these stories into English. We are also 
working on parsing and generating stories in German, Japanese and Hebrew" 
(LYTINEN & SCHANK, p28). The report presents an annotated computer 
listing of a sample session with MOPTRANS. 

TRANSLATOR 

The present authors have begun a model of MT, called TRANSLATOR, 
which is philosophically similar to the AI systems discussed above with one 
important difference: we intend to represent the expert knowledge of a 
human translator and use it in the translation process, thus making the system 
an experiment in modeling human translation (TUCKER & NIRENBURG). 
We believe that the time for such an effort has arrived, and resulting transla- 
tions can be measurably different in quality from those achieved by conven- 
tional direct and transfer approaches. We also believe that it would be waste- 
ful to build a knowledge-based MT system that would incorporate linguistic 
and world knowledge but not the expert knowledge of human translators. 
One of the extremely rare passages in MT literature devoted to similar prob- 
lems is the last section in the article by JOHNSON. 

In its most general form, our model has the major elements shown in 
Figure 6. The fundamental distinction between the model and "standard" 
interlingual or transfer models of MT is the central role of the Inspector. The 
other elements in this model have been developed quite well elsewhere and 
are not of central interest to our research at present. 

According to our proposal, the Inspector is the embodiment of the expert 
translator.    This  module  examines  the alternative (syntactic) parses in IL for 



 
Figure 6. The TRANSLATOR model of machine translation, with interlingua, 
knowledge base, and expert behavior. 

the source text and determines which is the most plausible in the context of 
its understanding of the translation domain, as represented in the knowledge 
base (KB). Initially, the Inspector is viewed as the post-editor in conventional 
MT systems. The challenge here is to simulate the behavior of the post-editor 
and thus arrive at a high-quality translation before the target text is synthe- 
sized rather than after. Thus, the Inspector also can assess the completeness 
and correctness of the final translation as well as its intermediate representa- 
tion. For example, it will assess how well the pragmatic ambiguity of a text 
has been resolved, the quality of anaphora resolution, and so forth. 

The operation of the Inspector requires the use of a KB. Our first approxi- 
mation of the form of this KB is shown in Figure 7. It is important that a 
common representation scheme for these three areas of knowledge be found 
since the exact boundaries among them are not firm. For example, in the 
analysis of a specific text, certain "facts" may be discovered that will initially 
be placed in short-term memory. However, their relevance may extend to 
future texts in the subject area, in which case these facts should be allowed to 
"migrate" from short-term memory to long-term memory (where the rest of 
the world knowledge about that subject area resides). Similarly, the graceful 
migration of linguistic knowledge to long-term memory and vice versa should 
also not be prevented. 
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Figure 7.   Knowledge-base components of TRANSLATOR 

The context in which this design falls is a three-year research project aimed 
at multilingual MT among four languages: English, Japanese, Russian, and 
Spanish. Its design philosophy should contribute positively to the art and 
science of MT as well as to a further convergence between the fields of MT 
and AI. This project is currently supported by the National Science Founda- 
tion. 

CONCLUSIONS 

R&D in machine translation has found a new vitality and optimism in the 
past several years. Current systems are productive, but they all require post- 
editing. New and ambitious projects promise multilingual capabilities by the 
early 1990s, yet three fundamental problems remain. 

First, all the current systems known to these authors are inextricably 
bound to either the direct or the transfer approach. Some preliminary 
research has examined the question of interlingua, but no development 
projects have embraced it in a thorough and convincing way. The design of an 
effective interlingua for MT continues to be elusive. In our opinion, however, 
this is an essential element in achieving MT quality that is truly distinguished 
from that of current production systems. 

Second, although AI experiments have demonstrated the potential for 
machines to "understand" natural language text by incorporating large 
knowledge bases and inferencing algorithms, their effective adaptation to the 
specific "world" of MT has not been achieved. Similarly, AI advances in 
expert systems have not been well adapted to simulate the particular expert 
behavior of the human translator. 
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Third, although human translators have an intuitive sense of what makes a 
good translation and although various efforts have been made to evaluate the 
quality of MT, no quantitative standard has been defined or demonstrated. 

What, then, is the future of MT? Hardware and software tools can now 
support a high-quality multilingual MT development effort, with a negligible 
level of post-editing. Such a system cannot be realized until AI researchers, 
linguists, and computer scientists effectively merge their creativity to achieve 
this common goal. After all, MT is a common and attractive application area 
for all three groups. The concept of EUROTRA seems to be a catalyst for this 
kind of cooperation to succeed. The Japanese Fifth Generation project may 
also be such a catalyst. We hope that such an effort will soon emerge in the 
Americas. 
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