Is Machine Translation
actually Translation?

People have been playing with Machine Translation ever since computers were first thought of.
Historically, the performance of MT systems has never been particularly good (some would say it’s
downright bad) and acceptable translations could only be produced by extensively post-editing the
output. Although post-editing is time consuming - and not always popular with translators - in some
applications the use of MT as a factor in the production of translations can be cost-effective.

In recent years the number of MT systems on the
market has increased and {inevitably) the cost of
suitable platforms to run them has dropped. As was
clear from the substantial international attendance at
the first ever MT Evaluators’ forum in Switzerland
last year', language centre directors in a wide variety
of manufacturing, service and financial corporations
are now wondering whether MT could help to contain
ever-rising translation costs. Translators are expen-
sive individuals - and they are not getting any cheaper.

Operational Evaluation

The most obvious way for a potential user to deter-
mine whether MT is going to cut costs is to carry out
an operational evaluation on site comparing
MT+PostEdit costs with those of pure human trans-
lation. However, this is both time-consuming and
complex. A variety of problems must be addressed:

Source Material:
Even now, many potential MT users have limited

quantities of readily accessible text in electronic
form. Moreover, an available electronic form may
not be suitable for the MT system and may require
some sort of conversion process. In the near future
we can expect corporate text processing systems to
handle (at least) ISO SGML markup. However, even
then it is probable that MT engines will expect docu-
ments to be conformant to a strictly limited set of
Document Type Definitions since certain aspects of
translation behaviour may be keyed off this.
Translator Training:

Post-editing machine-translated text is very different
from post-editing human text. Like all skills, it takes
time to acquire - hence the post-editing performance
of translators will inevitably be poor in the initial
phases of the evaluation. The MT system may embed
or presuppose some particular text-editing environ-
ment with which the translators are unfamiliar: again,
some training element is required.

Quality Control.

It is sometimes suspected that post-edited MT trans-
lations tend to be of inferior quality to pure human
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translations (even for the same person) because there
is some temptation to post-edit only up to that point
where an acceptable (rather than good) translation is
realised. Hence some independent quality control of
output is required to ensure that translations from
either source (HT or MT+PostEdit) are of the same
standard.

Dictionary Updating:

A significant part of the cost-effectiveness of simple
MT systems resides in their ability to handle the
translation of specialist terminology consistently (for
single-word terms translation is largely a matter of
removing number/gender inflections in the source
language, performing dictionary lookup, and return-
ing suitably inflected target language forms). In or-
der to get a representative performance in the evalua-
tion, it will be necessary to ensure that the system
dictionaries are updated with at least some of the
terms in the users’ particular business or technical
areas. Dictionary updating is generally time consum-
ing and {again) requires experience and/or training.

During the evaluation period it will only be
possible to put a fraction of the terms in frequent use
in the dictionary. It will therefore be necessary to try
to infer what the expected performance of the system
might be when some much larger portion of the
terms are put in the dictionary during actual use.

Similar considerations apply to dictionary up-
dating for multi-word terms (eg “one-to-one map-
ping” as used in software documentation).

The net result of these complications is that an
operational evaluation conducted by a user will be
extremely expensive. Several presentations at the
Evaluators’ Forum indicated that this sort of evalua-
tion was taking anything up to 12 person months and
more of translator time. A published study by
Vasconcellos® was similarly lengthy.

Quality Assessment

From a user perspective, it would be nice if there was
some reliable way of measuring and describing the
performance of MT systems; that would open up the
possibility of having comparison tests of MT systems
conducted and published by a third-party (or by the
suppliers themselves).

Traditional MT systems have a “transformer”
architecture: they work by taking input sentences in
one language and actually transforming those sen-
tences in various ways - including dictionary lookup
- to make the output sentence look more like a
sentence in the target language. These quasi-sen-
tences can be scored for the degree to which they
look like plausible sentences in the target language
{Intelligibility) and for the degree to which they
preserve the meaning of the source language sen-
tence they translate (Accuracy or Fidelity). (For dis-

cussion see eg’+*+"), Collecting scores for a large
sample of sentences gives system performance pro-
files with respect to each quality dimension. Figure 1
shows a schematic Intelligibility profile for a small
commercial MT system:
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Figure 1: Schematic Quality Profile for an MT System

Working cut scoring principles in detail is not
easy. Should the persons doing the scoring be re-
quired to identify a precise (and lengthy) list of errors
which are then weighted to derive an overall sen-
tence score? Or should they just try to score on the
basis of a “global impression™ of the quality of the
sentence? If scorers are required to identify precise
errors, then the scoring principles have to provide
strong guidance as to what counts as an instance of a
particular error (e.g. what counts as an error in tense
or aspect in a given context) and where one error
ends and another starts (not easy with poor quality
quasi-sentences). If the scorers are required to score
on the basis of a global impression, there is enormous
scope for inter and intra scorer variation and incon-
sistency. In short there is no one obvious quality
scoring procedure that should be adopted for all
cases or used for general benchmarking purposes.

A second problem is that of interpretation. It
may be possible to show that one MT system is
consistently better than another in the sense that it
has the same sort of profile as the others centred on a
higher mean score. However, it is also possible that
the profiles for different MT systems differ in shape,
as schematically exemplified in Figure 2.
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Figure 2: Schematic Intelligibility Profites for 2 MT Sys-
tems

Language Internationat 4.2 (1992)



Should the potential user prefer systetn A to
system B? The former has more very good transla-
tions, but it also has rather more very bad transla-
tions.

Assessing MT quality is particulary difficuli
because both the input and output are intended to be
in natural language - and characterising natural lan-
guage is difficult (so difficult that theoretical lin-
guists spend their entire lives on the task). We can
compare the situation with another domain of NLP -
automatic text analysis. Although the input to such
systems will be in natural language (e.g. English
language news stories on terrorist activities), their
output can be expressed in a much more restricted
formal language (e.g. as news-item-specific values
in a component template for terrorist incidents in
general). As a result, in a recent evaluation of text-
analysis systems!, participants were able to reach
agreement on what the templates should be for a
news story and on a rather simple error classification,
Thus scoring of text-analyser outputs against a speci-
men answer template for each news story could be
done automatically. The MT analogue of this - auto-
matic scoring system translations against a specimen
translation for each sentence - is more or less out of
the question.

Coverage and specification

For some years the trend (at least in research circles)
has been towards systems with substantial linguistic
knowledge in the form of rule-based grammars. These
systems have a different performance profile; typi-
cally, either they deliver a well-structured output
sentence, albeit stylistically inappropriate, or they
deliver nothing at all. Output will tend to contain
rather fewer badly degraded sentences.

This behaviour reflects that fact that, at the core
of such systems, either a structure is recognised by at
least one linguistic rule at each conceptual level or it
is not; if it is, the processes of “informed™ analysis
and synthesis can continue; and if it is not, the system
simply halts in an error state. In the older “trans-
former™ architecture, rules have a much more per-
missive character; if a structure is recognised by a
rule at some particular point in the process, that’s
fine; if it is not recognised by any rule at that particu-
lar point, that’s fine too. In the very worst case,
transformer architecture can retwn a completely un-
changed input string. In the very best case, it can
return something which looks astonishingly like a
well-formed target language sentence. In the average
case, it returns neither one thing nor the other.

With linguistic knowledge architecture, atten-
tion to some degree shifts from “Does it translate at
all” to “Precisely what sort of things does it trans-
late”? The system developer will have embedded

rules in the systern which cope with a number of
phenomena - but this rule set will always be incom-
plete with respect to the vast variety of grammatical
phenomena that are manifest in the language as a
whole, Both developer and user need some instru-
ment for checking whether the system really does
cover a certain set of phenomena in all their combi-
natiens.

Rather than churning through increasingly large
“natural” text corpora, the R&D community has re-
cently tumed its attention to the use of suites of
specially constructed test sentences®. Each sentence
in the suite contains either one linguistic construc-
tion of mterest or a combination thereof. Thus part of
an English test suite might look as follows:

John runs.

John has run. aspectual auxiliary

John will run. modal auxifiaries

John can run.

John may run.

John should run.

John will have run. modal and aspectual auxiliaries
John may have run.

John shouid have run.

John can have run.

John does not run. regation (with do-support)

John not run.

John has not run. #egation and aspectual auxiliaries
John will not run. regation and modal auxiliaries

Jokn may not run.

John should not run.

John could not run,

John will not have run. negation, modals and aspectuals

This fragment just chops and changes its way through
all combinations of “can™, “might” and the like to-
gether with optional “not”. In practice, one would
expect test suites to run to very many thousands of
sentences, Suites may include grammatically unac-
ceptable sentences (e.g. John not run) which ought
not to be translated. In systems which use the same
linguistic knowledge for both analysing and synthe-
sising text, the fact that an ill-formed sentence is
rejected in analysis suggests that it is unlikely to be
constructed in synthesis either. There will be a test
suite for both the source and the target language (if
the system rums in both directions) and some special-
ised sentences in each language designed to probe
particular translation problems.

Clearly the test suite will be an important tool in
MT system development. How useful will it be for
the user?

1t is perfectly possible for the user to run an MT
system on a test suite of his’her own devising and, in
some cases, this may be perfectly appropriate. How-
ever, apart from the difficulty of knowing how to
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design a test suite (this is still a research problem),
and the cost of actually constructing it, there remains
a familiar problem: how are the results to be inter-
preted? Suppose System A and System B both pro-
duce acceptable translations for 40% of the test sen-
tences and that they actually fail on different, or only
partially overlapping, sentence subsets. Which one is
better? If System B (but not System A) fails on test
sentences which embody phenomena with very low
historical frequencies in the user’s type of text maie-
rial, then clearly System B is the better choice. But
users typically do not have reliable information on
the relative frequencies of various types of construc-
fion in their corpora - and this can only be obtained
by using automatic tools and techmiques which are
not yet widely available.

The same problem of interpretability holds when
MT systems are evaluated by an independent agency
using some sort of standard set of test soites. Pub-
lished test suite information certainly gives a much
better insight into expected performance than the
vague promissory notes offered with current sys-
tems; but it doesn’t immediately translate into cost
information.

Controlled language and specification

A ceniral problem of LK architecture is that it is
brittle. If an incoming sentence contains some con-
struction which is not covered by the system’s rules
{either because the system linguists did not antici-
pate it or because they failed to supply a complete
and correct rule encoding of it) then it will crash into
some error state, Commercial LK systems must be
provided with various fail-soft mechanisms to cope
with these problems, such as “parse-fitting” which
attempts to figure out the best possible parse of most
of the sentence given that the system cannot actually
come up with a correct one. But resort to coping
mechanisms will inevitably result in severely de-
graded output (similar to the efforts of the old trans-
former architecture).

One way to live with a brittle system is to make
sure it never has to take the strain. Suppose instead of
writing technical manuals (for example) in ordinary
technical English we wrote them in a specially con-
trolled sub-set of technical English. That is, as well
as precisely specifying the set of general-purpose
words and terms (for a given domain) to be used, we
would also specify which particular grammatical con-
structions of English could be used to construct sen-
tences in our controlled language (*No Passives™, for
example). Suppose we also specified a controlled
subset of French for the same purposes following the
same general principles (although the particular rules
would, of course, be different). The linguistic knowl-

edge of an MT system could then be tailored for
transiating between these two controlled languages.
For a restricted application domain of this sort it
would be much easier to construct readily interpret-
able measures of system performance.

It might be argued that to insist on contrelled
input is to merely replace extensive post-editing with
extensive pre-editing. This would be true if docu-
ments to be translated were originated in free text.
However, in many corporate contexts it is now quite
normal to write technical documentation (for exam-
ple) in contrelled subsets of English to improve read-
ability for both native and non-native English speak-
ers. For example, European and US aerospace manu-
facturers now write Service Manuals in an industry
standard Simplified English®. In this circumstance
no specific pre-editing for MT would be required.
Moreover, controlled language input could improve
the performance of other NLP tools that might be
used in document processing and maintenance eg
intelligent indexing systems, intelligent analysers and
SO on.

Producing iext that is truly conformant to some
specification will require that the author is provided
with support tools which check the text for conform-
ity and suggest possible conformant continuations
whilst the author is actually writing the text. These
support tools would use the same linguistic knowl-
edge as the MT engine itself.

Conclusion

Evaluating a traditional MT system is likely to be
expensive and time-consuming,

Currently, users feel they are obliged to evalu-
ate because there are no acceptable performance
specifications for MT systems. Providing specifica-
tions for MT systems has historically been difficult
because output is of poor quality and is likely to have
a difficult-to-characterise relationship to real transla-
tions. The increasing use of genuine linguistic knowl-
edge of both source and target languages in MT is
likely to result in better quality cutput. A further
problem is that a specification of system coverage in
terms of the varieties of linguistic construction it
handles may be difficult to interpret in terms of
expected performance on actual text. One way of
resolving the specification issue is for suppliers to
produce MT systems tailored to particular controlled
language subsets; this strategy is also likely to pro-
duce the highest possible performance.

R. Lee Humphreys is a Senior Research Assistani in
the Department of Language and Linguistics, Univer-
sity of Essex, Colchester, UK.
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Machine-translated text has to be evaluated by comparison with both the source text and some “high quality”
human translation of it. Because the MT does not necessarily belong to any well-defined language, this sort of
comparison is very difficult. By contrast, the output of other NLP systems such as Automatic Text Abstraction
systems is well defined and expressible in some formal language (here shown as simple tables). Comparison
of the Automatic abstractor’s output with some model or benchmark (prepared by a human expert) is quite

straightforward.

Figure 3: Evaluating Natural Language Processing Systems: MT vs Text Abstraction
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