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Abstract

We participated in the SLIR, BLIR(PLIR) and MLIR
subtasks of the NTCIR-5 CLIR task. Our IR system
uses language models for document scoring and query
expansion, and can handle four languages; Chinese,
Japanese, Korean and English. The system utilizes
multiple language resources (bilingual dictionaries,
parallel corpora and machine translation systems).
We attempted to use some techniques including pivot
language approach, query translation and document
translation.

Keywords: language models, multilingual infor-
mation retrieval, pivot language, query translation,
document translation.

1 Introduction

We participated in the SLIR, BLIR(PLIR) and
MLIR subtasks of the NTCIR-5 CLIR task. Our main
goal is to develop a CLIR system which can han-
dle as many languages as possible even with limited
available resources for translation. The IR system
we developed conducts document scoring and pseudo-
relevance feedback based on language models, and
uses several resources for cross-lingual IR; bilingual
dictionaries, parallel corpora and machine translation
systems. We attempt to use some techniques includ-
ing the pivot language approach, query translation and
document translation. Our system can handle four
types of queries; queries written in Chinese, Japanese,
Korean and English, and five types of documents; doc-
uments written in the four languages plus multilingual
documents (CJKE). We submitted search results for all
the 20 subtasks of these combinations ({C, J, K, E}-
{C, J, K, E, CJKE} runs).

This paper is organized as follows: Section 2 de-
scribes our IR system. Section 3 discusses results of
the formal runs and Section 4 concludes.

2 System Description

The system uses word-based indexing for Chinese,
Japanese, Korean and English. Language models are
used for document scoring, and the pseudo-relevance
feedback is used for query expansion. In bilingual IR,
the cross-lingual pseudo-relevance feedback method is
used for query translation. In multilingual IR, each
result of SLIR and BLIR for the same query is merged
with a normalizing method. We explain these methods
in the following subsections.

2.1 Keyword Extraction

Two major approaches are known for keyword ex-
traction from queries and documents written in Chi-
nese and Japanese — the n-gram-based approach and
the word-based approach. The n-gram-based approach
uses character n-grams for indexing, and needs no
language-specific word segmenters. The word-based
approach needs smaller size of indices, and a word is
a suitable unit for linguistic processing than a charac-
ter n-gram. We adopt the word-based approach. We
developed a statistical Chinese word segmenter [8]
and a statistical Korean morphological analyzer, and
use them for Chinese and Korean keyword extraction
respectively. The Japanese morphological analyzer
ChaSen [7] is used for Japanese keyword extraction,
and the Porter stemmer is used for English. All sym-
bol characters are removed from indices. Functional
words in Japanese indices identified by the morpho-
logical analyzer and stopwords (429 words) in English
indices are also removed.

2.2 Document Scoring

We use the language models [11] for document
scoring. Given a queryq and a documentd, the
method uses the probability ofd given q as the rele-
vance betweenq andd. We use the following equa-
tion (score4 model described in [4]) to calculate the
retrieval status value of the document,RSV (d) (see
Appendix A for more details):
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RSV (d) = log P (d|q),
' log

∑

t′
tf(t′, d) +

∑

t∈q∩d

tf(t, q) log

{
λtf(t, d)

∑
t′ df(t′)

(1− λ)df(t)
∑

t′ tf(t′, d)
+ 1

}
+ c. (1)

wheretf(x, y) is the frequency of the termx in the
query or documenty, df(x) is the number of docu-
ments containing the termx, and λ is a smoothing
parameter ranging from0 to 1. c is a constant in-
dependent ofd and ignored in the calculation of the
RSV. TheRSV (d) can be calculated by using an in-
verted file, and we use Generic Engine for Transpos-
able Association (GETA) [5] for this purpose. We set
the value of the smoothing parameterλ to 0.25, which
yields high performance on the training(NTCIR-4)
data.

2.3 Query Expansion

We use the pseudo-relevance feedback (PRF)
method to expand queries. Given a query, the method
retrieves the topM documentsr = {r1, · · · , rM}.
Each termt in the documents are ranked by a certain
term selection valueTSV (t) and the topN terms are
added to the initial query. We use the ratio method [10]
for the scoring. This method calculates the probability
thatr is generated given the termt based on language
models and uses it as the term selection valueTSV (t)
as follows:

TSV (t) = log P (r|t),
' log

∏

d′∈r

P (t|d′)P (d′)
P (t)

,

=
∑

d′∈r

log
P (t|d′)
P (t)

+ c. (2)

wherec is a constant independent oft. We set the
values ofM andN both to10, which performed well
on the training data.

2.4 Cross-Lingual IR

We prepared the following language resources for
translation:

Bilingual Dictionary
• CEDICT — Chinese-English dictionary (27,085

words) [3]
• EDICT — Japanese-English dictionary (110,872

words) [1]
• engdic — English-Korean dictionary (212,699

words) [9]
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Figure 1. Translation Resources

Parallel Corpus
• Japanese-English News Article Alignment Data

— Japanese and English news articles with
sentence-level alignment (30,000 pairs of sen-
tences) [14]

Machine Translation System
• YakushiteNet— Chinese-Japanese, English-

Japanese and Japanese-English Machine Transla-
tion System [6]

Figure 1 shows the relation of the resources and the
languages we used. Although the MT system is used
only for unidirectional translation, the bilingual dictio-
naries and the parallel corpus are used for bidirectional
translation.

There are two approaches for cross-lingual IR, the
query translation approach and the document transla-
tion approach. The former translates queries to the lan-
guage in which documents are written, and then mono-
lingual IR is performed. Our system mainly uses the
query translation approach.

Machine translation systems can be directly used
for translating queries, but bilingual dictionaries and
parallel corpora cannot. We use the cross-lingual
PRF (CLPRF) method [2, 12] for query translation
with bilingual dictionaries and parallel corpora. The
CLPRF method is similar to the monolingual PRF
method, but it uses parallel data. Given a query, the
topM ′ documents are retrieved from the parallel data
written in the source language, thenN ′ terms are ex-
tracted from the corresponding parallel data written in
the target language and used as a translated query. The
method has two advantages. One is that the method
can be applied to both bilingual dictionaries and par-
allel corpora. The other is that the method can han-
dle both directions of translation regardless of the di-
rection of the bilingual dictionary used in the transla-
tion; e.g., a Japanese-English dictionary can be used
for both Japanese-to-English and English-to-Japanese
translations. We also use monolingual PRF for queries
before and after the query translation1. If there exist
more than two resources for translation, we translate

1We used English documents of training (NTCIR-4) data for
monolingual PRF of the E-C, E-J and E-K runs, because the En-
glish documents of the test data is not available at that time.
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queries using each resource and finally combine the
resulting translated queries.

Since we could not find any language resources
for some language pairs, e.g. Japanese-Korean and
Chinese-Korean, we use the pivot language method.
For example, queries written in Japanese are translated
to English queries first, and then the English queries
are translated to Korean queries.

Table 1 shows the usage of the language resources
in each run. Although the Chinese-English dictionary
can be used for translating Chinese queries into En-
glish, we translate them by using Japanese as a pivot
language because we have the Chinese-Japanese and
Japanese-English MT system and it performed better
than the bilingual dictionary. In the C-K run, we use
two pivot languages; the Chinese queries are translated
into Japanese first, then translated to English, and fi-
nally translated to Korean.

In the J-E run, we tried the document translation ap-
proach as well as the query translation approach. We
translated all the English documents into Japanese us-
ing MT, and conducted J-J search against them.

2.5 Multilingual IR

In multilingual IR, we merge each result of SLIR
and BLIR for the same query. Several merging meth-
ods for MLIR have been studied. Theround-robin
method interleaves the retrieved documents of differ-
ent languages by assuming that the significance of the
ranking in each language is equal. Theraw-score
method merges the retrieved documents using raw val-
ues of RSVs. Thenormalized-scoremethod merges
the retrieved documents using normalized values of
RSVs. The normalized RSV of theith ranked docu-
ment,RSV norm

i , is calculated from the original value
RSVi as follows:

RSV norm
i =

RSVi −minj{RSVj}
maxj{RSVj} −minj{RSVj} . (3)

The Z-scoremethod [13] merges the retrieved docu-
ments using the Z-scores of RSVs calculated as fol-
lows:

RSV Z
i =

RSVi − µ

σ
. (4)

whereµ is the average of RSVs andσ is the standard
deviation.

In our system, RSVs are normalized by simply sub-
tracting the average value:

RSV ′
i = RSVi − µ. (5)

We do not divide the values as the normalized-score
and the Z-score methods because RSVs of our system
are logarithms of (unnormalized) probabilities and this
method performed well for the training data.

Run MAP(% of SLIR) Translation Direction (Method)
C-C 0.3330 (100%) —
J-C 0.0779 (23%) J-E(BD,PC,MT)+E-C(BD)

K-C 0.0377 (11%) K-E(BD)+E-C(BD)
E-C 0.0853 (26%) E-C(BD)
C-J 0.1932 (70%) C-J(MT)
J-J 0.2763 (100%) —

K-J 0.0583 (21%) K-E(BD)+E-J(BD,PC)
E-J 0.1986 (72%) E-J(BD,PC,MT)

C-K 0.1406 (32%) C-J(MT)+J-E(BD,PC)+E-K(BD)
J-K 0.1612 (37%) J-E(BD,PC,MT)+E-K(BD)

K-K 0.4334 (100%) —
E-K 0.1171 (27%) E-K(BD)
C-E 0.2356 (54%) C-J(MT)+J-E(BD,PC)
J-E 0.3365 (77%) J-E(BD,PC,MT)

K-E 0.1003 (23%) K-E(BD)
E-E 0.4350 (100%) —

Table 1. MAP of Formal Runs and Trans-
lation Methods (BD: Bilingual Dictionary,
PC: Parallel Corpus, MT: Machine Trans-
lation; ‘+’ means the use of pivot lan-
guages) (D-run, Rigid)

3 Evaluation Results and Discussion

In this section, we analyze our results of the
NTCIR-5 formal runs.

3.1 Formal Run Results

The MAP values of formal runs are shown in Table
2 and Figure 22. The performance of BLIR runs us-
ing Korean queries or documents is low, and the main
reason seems to be the limited amount of the transla-
tion resources. The MAP values for cross-lingual IR
are summarized in Table 1. Although the MAP val-
ues of BLIR in which MT is used are more than 70%
of SLIR’s performance, the values of BLIR in which
only bilingual dictionary is used are less than 30% of
that. The MAP values of PLIR varied from 11% to
54% of the SLIR’s performance. Interestingly, the J-K
run, which uses English as a pivot language and con-
ducts Japanese-to-English translation then English-to-
Korean translation, outperformed the E-K run which
conduct only English-to-Korean translation, probably
because the Japanese-to-English translation success-
fully expanded the queries.

3.1.1 Performance of J-J Run

Among the results of SLIR, only the J-J run’s MAP
value (Rigid) is lower than the average value of the
participants. We conducted experiments with several
settings in order to examine the reason, whether the

2Although we submitted two results for the J-E run; the result
by the query translation method and the one by the document trans-
lation method, we refer to the one by the query translation if not
mentioned otherwise.
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D-run DN-run T-run TC-run TDNC-run
Relax Rigid Relax Rigid Relax Rigid Relax Rigid Relax Rigid

C-C 0.4071 0.3330 0.4650 0.3994 0.4278 0.3584 0.4286 0.3422 0.4731 0.4031
J-C 0.0901 0.0779 0.1149 0.1092 0.1007 0.0912 0.1094 0.0907 0.1255 0.1135

K-C 0.0383 0.0377 0.0315 0.0268 0.0968 0.0929 0.0626 0.0477 0.0416 0.0324
E-C 0.0986 0.0853 0.1298 0.1106 0.1234 0.1113 0.1291 0.1159 0.1097 0.0981
C-J 0.2805 0.1932 0.3517 0.2665 0.2678 0.1757 0.3029 0.2053 0.3607 0.2641
J-J 0.3835 0.2763 0.5071 0.3847 0.4231 0.3083 0.4318 0.3090 0.5093 0.3865

K-J 0.0828 0.0583 0.0388 0.0368 0.1057 0.0813 0.0661 0.0415 0.0705 0.0530
E-J 0.2874 0.1986 0.4066 0.2976 0.2925 0.1970 0.3360 0.2393 0.3991 0.2970

C-K 0.1614 0.1406 0.1363 0.1291 0.1315 0.1168 0.1399 0.1262 0.1586 0.1380
J-K 0.1789 0.1612 0.1694 0.1544 0.1468 0.1309 0.1979 0.1730 0.1852 0.1681

K-K 0.4926 0.4334 0.5362 0.4776 0.4554 0.4033 0.5071 0.4492 0.5501 0.4940
E-K 0.1341 0.1171 0.1376 0.1219 0.1798 0.1528 0.1340 0.1124 0.1621 0.1393
C-E 0.2770 0.2356 0.2700 0.2346 0.2421 0.2033 0.2913 0.2536 0.2599 0.2229
J-E 0.3898 0.3365 0.4318 0.3766 0.4218 0.3679 — — — —

K-E 0.1126 0.1003 0.0529 0.0381 0.1377 0.1180 0.1246 0.1023 0.1408 0.1204
E-E 0.4867 0.4350 0.5338 0.4781 0.4796 0.4239 0.4826 0.4102 0.5371 0.4766

C-CJKE 0.2259 0.1856 0.2557 0.2052 0.2026 0.1717 0.2349 0.1845 0.2496 0.1935
J-CJKE 0.1995 0.1706 0.2380 0.1890 0.2006 0.1771 0.2233 0.1825 0.2392 0.1854

K-CJKE 0.1030 0.0872 0.1138 0.1085 0.0937 0.0822 0.1171 0.1051 0.1462 0.1347
E-CJKE 0.1963 0.1522 0.2468 0.2110 0.2028 0.1596 0.2175 0.1753 0.2426 0.2100

Table 2. MAP of Formal Runs

Figure 2. MAP of Formal Runs (T,D-run, Rigid)

Run MAP (PRF Parameters)
Formal Run Best(Training) Best(Test)

C-C 0.3330 0.3493 0.3569
(M=10, N=10) (M=10, N=40) (M=20, N=40)

J-J 0.2763 0.3276 0.3528
(M=10, N=10) (M=30, N=30) (M=10, N=60)

K-K 0.4334 0.4390 0.4517
(M=10, N=10) (M=20, N=30) (M=30, N=30)

E-E 0.4350 0.4201 0.4380
(M=10, N=10) (M=30, N=10) (M=10, N=40)

Table 3. MAP for Different PRF Parameters
(M: # of documents, N: # of terms) (D-run,
Rigid)
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lower performance is essentially caused by our method
or wrong parameter setting.

We varied parameters of PRF, the valueM (the
number of documents to be retrieved) andN (the num-
ber of terms to be extracted), to find the best parame-
ters for the training (NTCIR-4) data and the test (for-
mal run) data. Table 3 shows the MAP values on
the test data with the parameters used in the formal
run, the best parameters for the training data and the
best parameters for the test data. The MAP value
with the J-J formal run parameters is much smaller
than that with the best parameters for the training data
and the test data. We used the same PRF parameters
(M = 10, N = 10) for all the runs and did not tune the
parameters for each language in order to avoid overfit-
ting to the training data. However, the inappropriate
parameters decreased the performance of the J-J run.
Figure 3 shows the MAP values for different values of
λ(the smoothing parameter of the language models).
Although we set the value toλ = 0.25 in our formal
runs, the effect of the parameter was smaller than that
of PRF parameters.

3.1.2 Methods and Resources for BLIR

In the J-E run, we conducted the query translation
method and the document translation method. The
document translation method uses the MT system, and
the query translation method uses the bilingual dic-
tionary, the parallel corpus and the MT system. To
compare the performance with the different translation
methods and resources, we conducted experiments
with several settings.

Table 4 shows the results on the training data and
the test data. In the experiments, the performance
with query translation is better than that with docu-
ment translation whether the monolingual PRF is used
or not. From our investigation, the differences are
mainly caused by the output of the MT systems (the
query translation uses the Japanese-to-English MT and
the document translation uses the English-to-Japanese
MT). We used all the three language resources for
query translation in the formal runs. Although the
performance with the three resources was best on the
training data, it was lower than that with only MT on
the test data.

3.1.3 Merging Methods for MLIR

We conducted MLIR experiments to examine the per-
formance for different merging strategies. Table 5
shows the results on the training data and the test data.
Our system’s method (Subtraction) had the highest
MAP values for all the training data. However, on the
test data, no single method achieved the highest MAP
values for all the runs.

4 Conclusion

We developed the CLIR system which handles Chi-
nese, Japanese, Korean and English, and participated
in the SLIR, BLIR(PLIR) and MLIR subtasks. The
system utilizes the bilingual dictionaries, the parallel
corpus and the machine translation system for BLIR,
and also uses the pivot language method for some lan-
guage pairs. We submitted search results for all the
20 runs, however the performance of cross-lingual IR
is not yet satisfactory. Adapting parameters of the lan-
guage model-based IR and improving the performance
of cross-lingual IR are left for future work.
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A Document Scoring using Language
Models

RSVs by thescore4 model [4] is obtained as fol-
lows:

RSV (d)
= log P (d|q),
= log P (d)P (q|d)− log P (q),
= log P (d) + log P (q|d) + c′,

' log P (d) + log
∏
t∈q

P (t|d)tf(t,q) + c′,

' log P (d) + log
∏
t∈q

{λP ′(t|d) + (1− λ)P ′(t)}tf(t,q) + c′,

= log P (d) + log
∏

t∈q∩d

{λP ′(t|d) + (1− λ)P ′(t)}tf(t,q)

∏

t∈q−d

{(1− λ)P ′(t)}tf(t,q) + c′,

= log P (d) + log
∏

t∈q∩d

{
λP ′(t|d)

(1− λ)P ′(t)
+ 1

}tf(t,q)

∏
t∈q

{(1− λ)P ′(t)}tf(t,q) + c′,

= log P (d) + log
∏

t∈q∩d

{
λP ′(t|d)

(1− λ)P ′(t)
+ 1

}tf(t,q)

+ c′′,

= log
∑

t′ tf(t′, d)∑
d′

∑
t′ tf(t′, d′)

+

∑

t∈q∩d

log

{
λtf(t, d)

∑
t′ df(t′)

(1− λ)df(t)
∑

t′ tf(t′, d)
+ 1

}tf(t,q)

+ c′′,

= log
∑

t′
tf(t′, d) +

∑

t∈q∩d

tf(t, q) log

{
λtf(t, d)

∑
t′ df(t′)

(1− λ)df(t)
∑

t′ tf(t′, d)
+ 1

}
+ c.

wherec′, c′′ andc are constants independent ofd, and
we assumed:

P (d) =
∑

t′ tf(t′, d)∑
d′

∑
t′ tf(t′, d′)

.

P ′(t|d) =
tf(t, d)∑
t′ tf(t′, d)

. P ′(t) =
df(t)∑
t′ df(t′)

.
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